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Résumé: | will first present a non constructive agument showing that the medanist
hypahesis in cognitive science gives enoughconstraints to dedde what a "physical redity”
can passbly consist in. Then | will explain how computer science, together with logic, makes
it possble to extrad a wnstructive version d the agument by interviewing a Modest or
Lobian Universal Machine. Reversing vonNeumann probabili stic interpretation o quantum
logic on those provided by the Lobian Madiine gives a testable explanation d how bath
communicable physicd laws and incommunicable physicd knowledge, i.e. sensations, arise
from number theoreticd relations.
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I ntroduction

A lot of literature eists arguing for or against the medhanist hypahesis, rougHy spe&ing the
ideathat we ae madhines, and this well before and after Descartes, Hobbes and their foll owers
redeemed it in the so-cdled modern (recent) tradition.

It is not the purpose of this paper to argue for neither against mechanism. | propose
insteal to consider it as a working hypothesis, and to search itslogicd consequences. It will be
easier to consider a stronger digital version d it, if only in order to get predse definitions
crossng dfferent scientific disciplines. Procealing in this way will eventually leads us toward
“puré’ scientific questions, in the Popper testable sense, in particular under the form of
mathematicd and physicd problems. It is not entirely urreasonable to exped a frank
contradiction, in which case we would get a“‘refutation” of digital medhanism, bu we must be
careful not to confuse acontradiction with just some amount of weirdness..

Definition: Classcd Digital mechanism, or Classicd Computationalism, or just comp, is the
conjunction d the foll owing threesub-hypaheses:

! Espedally when “nature’ itself exhibits theoreticd, pradical and even exploitable quantum weirdness. See A.
Einstein, B. Poddski, and N. Rosen (1935: “Can quantum-mechanicd description of physicd redity be
considered complete?’ Physical Review, 47:777-780.. J. S. Bell (1964: “On the Einstein-Poddsky-Rosen
paradox,” Physics, 1:195200. D. Deutsch (1985): ““Quantum theory, the Church-Turing principle and the
universal quantum computer,” Proc. R. Soc. Ac., 400:97-117.



1) The yes doctor hypahesis: It is the aumption, in cognitive science, that it exists a
level of description d my parts (whatever | consider myself to be?) such that | would
not be avare of any experiential change in the ase where afunctionally corred digital
substitution is done of my parts at that level. We call that level the substitution level.
More simply said it is the act of faith of those willing to say yes to their doctor for an
artificial brain or an artificia body gaft made from some description at some level. We
will seesuch alevel is unknovable. Note that some amourt of folk or **grand-mother
psychoogy” has been implicitly used under the granting d the nation o (sef)
awareness’.

2) Church Thesis. A modern version is that all digital universal madines are eguivalent
with resped to the dassof functions (from the natural numbers to the natural numbers)
they can compute®. It can be shown that this entails 2ich machines compute the same
functions, bu aso they can compute them in similar ways, i.e. following similar
algorithm. So, the thesis says, making abstradion o computation time, al digital
universal madine can simulate eab ather exadly (I will say emulate each ather).

3) Arithmetical Realism (AR). This is the aumption that arithmeticd propasition, like
“1+1=2" or Goldbacd conjedure, or the inexistence of a bigger prime, or the statement
that some digital maciine will stop, a any Bodean formula beaing on numbers, are
true independently of me, you, humanity, the physicd universe (if that exists), etc. It is
aversion d Platonism limited at least to arithmeticd truth. It shoud nat be confused
with the much stronger Pythagorean form of AR, AR+, which aserts that only natural
numbers exist together with their nameable relations: all the rest being derivative from
those relations.

To state the main results, it is helpful to give in advance the following definitions, althouch
more precise formulations will be given naturally throughthe agumentation itself.

Definition Fundamental Physics: | defineit by the corred-by-definition dscourse ébou
observable and \erifiable anticipation o possble relatively evolving quantities and/or qualiti es.

We have tremendous empiricd evidences that quantum medhanics is part of such a physics.
[See Cabello quesi exhaustive and well ordered bibliography in the archive a& Los Alamos
http://arxiv.org/abs/quant-piy0012089.

2|t could be the entire universe, but, in this case, this one, if it exists, must be suppased to be Turing emulable
(perfedaly ssimulable) for keguing comp. In the proof | will suppase the brain, or whatever is resporsible for my
awarenesgconsciousness to be the one in the skull. Latter this sippementary assumption will be diminated.

%It can be agued that such grand-mother use will be diminated through the mathematica confirmation which
follows, where the grand-mother is substituted by the Lébian Universal Machine. But as far as we can judge the
mathematica confirmation, it shoud be seen (abductively) as avindication of grand-mother.

“ That thesis has been proposed independently by many authors. A shadow of the thesis exists in non published
notes by Babbage concerning a system of functional notations that he used to describe its cogwheds computer.
An explicit formulation has been given by Emil Post who derived * Godel’ s theorem’” from it in 194 (about ten
yea before Godel!). Turing and Markov did also propose the thesis. Godel accepted it slowly after reading
Turing 1936 paper. Church proposed it originaly as a definition, but it is Kleene who creaed the vocable
“Church’s thesis’ after having convinced himself that the *‘definition” cannot be refuted by diagondlisation, as
we will illustrate below. The important papers are in M. Davis, editor (1969: The Undecidable, Raven Press
Hewlett, New York. Seemy 1994 text *‘ Conscience & Méanisme’ for more information and references:

http://iridia.ulb.acbe/~marchal/bxlthesis/'consciencemecanisme.html




Definition Fundamental Machine Psychology: | define it by the @rred-by-definition
discourse that madiines could have @ou themselves or abou other madiines. This will
include in particular computer science, but also sets of propasitions that some machine wuld
correctly asserts abou itself (named self-referentially corred discourses).

There is nothing namative in the use of the word *“corred”: if we ever knew that the
reason the moon appears in the sky isthat 667 little angels are pushing it there, then that would
be the @rred-by-definition explanation. We don't neead to elaborate: eventualy the word
“corred” will just mean arithmeticdly true. This soud be made dea throughthe reasoning
which will foll ow.

The paper isdivided into two parts:

Part 1 presents an informal but (hopefully) rigorous argument or proof, named the
Universal Dovetaller Argument (UDA), in the form of a sequence of eight though
experiences’, showing that it follows from comp that fundamental physics is necessarily
reducible to fundamental psychology. Note that with comp, fundamental psychoogy is itself
easily shown to be embeddablein number theory®.

Part 2, thanks to the many dscoveries of Godel, Church, Turing, Post, Markov and
many ahers (mainly the studies of Brouwer, Heyting, Lob, Grzegorczyk, Boodlos, Goldhlatt,
Kuznetsov, Muravitski, Solovay, Vissr) in the study d the self and in Arithmeticd Self-
Reference will explain how to interview a Self-Referentially Correct Universal Machine (SRC
Madhine) on the UDA’s conclusion to derive some comp logic of physicd propasitions. Then
we will compare that logic with the empiricd logic of physicd propasitions which have been
inferred from observations. This will show that comp is testable and even that some test does
alrealy confirm it (and this does not mean that it proves it, of course). Before addressng the
proof of the psychoogy/physics reversal and its mathematicd confirmation, let me warn the
sensible person that bath can produce some anount of metaphysicd vertigo'.

|. The Universal Dovetailer Argument shows why comp necessarily forcesa
rever sal between physics and machine psychology

Here is presented the argument showing that if we take seriously enoughthe computationali st
hypahesis in the mgntive science then physics is reducible to madiine psychaogy. The
proof is divided into 8 steps. Each step is numbered and accompanied by a drawing featuring
the principal ideaof the step.

> Such a sequence of thought experiences constitutes a giant ““Platonic destructive thought experiment” in the
nomenclature of James Brown. This means basicdly it isa proof, and this means that all the magic goparent in the
conclusion was hidden in the hypaheses, or appeaed by mistake. SeeJ. R. Brown (1991): The laboratory of the
mind, Routledge, London.

® A direa argument showing that Church Thesis rehabilit ates a form of Pythagorism and makes plausible momp®,
that is comp with AR" instead of AR, is given in the gpendix on Church thesis in my PhD thesis. Look at, or
click on: http://iridia.ulb.acbe/~marchal/lill ethesis/these/node56.htmI#SECTION001040000000000000000

For those who accest COMP', the UDA is necessary only for explaining the reduction of physics to psychology,
giving that comp+ makes the reduction of physicsto nunber theory at onceinescapable.

" This paper presents results obtained in my PhD thesis, ** Calculabilit é Physique @ Cogrition” at the University
of Lille (France). Avail able here: http://iridia.ulb.acbe/~marchal/




1) Comp makes posshble (only in principle but that is all we need), the use of classcal®
teleportation. You are read and cut, with the usual computer practice meaning, at Brussls.
We as3ume the reading has been dore, perhaps per chance, at alevel equa or lower than the
substitution level. The scanned (read) information is snd by traditional means, by mail s or
radio waves for instance, at Helsinki, where you are crredly reconstituted with ambient
organic material. “Correctly” by definition d comp. Note dso we dorit pretend the doctor
know for sure the arrect level of substitution. Actually comp will make such knowledge
necessarily impossble. But comp says the level exists, and we will suppase the doctor has bet
onthe corred level.

® O BOX

In the figure the teleported individual is represented by a bladk box. Its annihilation is
represented by awhite box appearing at the left of the arow. The recmnstitution is represented
by a white box at the right of the arow. If we identify an individual with its (hopefully
consistent) set of beliefs, the experience alds only anew belief (I did arrive in Helsinki) to the
set, and the resulting set can be mnsidered as a consistent extension of the set prior to the
teleportation.

2) The step and figure 1 are just a restatement of the comp hypdhesis. To proceed we
need to introduce akey distinction between the nations of first person pant of view and third
person pant of view. It will be enough,in the agument itself, to define them by the
propasitional content of persona diaries. The third person pant of view is the content of a
description d the experiment by an external observer which dces not participate in the
teleportation. The first person pant of view is the content of the diary taken by the user of
teleportation device He is suppcsed to take it with him, so that the personal diary will be
itself destroyed and reconstituted. To ease the reasoning, we negled at first reading and
pasting time, as we negled the time travel of the descriptive information. In this smple
teleportation experiment/experience there is no dfference between the first and third person
discourse, giving that both daries will describe someone going from Brussls to Helsinki.
Some pronours can differ but they have similar references, and those ae no more anbiguos
than in their traditional grand-mother ordinary sense. At the second step, a diff erence between
the 1-view and the 3-view will appea. It is a teleportation experiment where the
reconstitution, a equivaently the travel, has been delayed for aperiod d one year (say).

8 Not to be mnfused with the Bennett & Al. quantum teleportation o quantum states. C. H. Bennett, G.
Brassard, C. Crépeau, R. Jozsa, A. Peres, and W. Woaters. ““ Teleporting an unknown quantum state via dual
classcd and EPR channels,” Phys. Rev. Lett., 70: 1895-1899, 1993.
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Giving that we aume @mp, the “experience’ has no ability, if deprived of any external
clues (the remnstitution box tas no window, etc.), to knonv anything abou that delay. His
diary will nat and canna mention it, so that the first person dscourse is the same & in the
preceding experiment. Contrariwise, the diary of the external observer will mention that very
long celay. At step two the first and third person discourses are no more the same.

3) Thethird step is admittedly intriguing; its consequences are no less The description
encoded at Brus=ls after the reading-cutting processis just the description d a state of some
Turing machine®, giving that we asume omp. So its description can be dugicaed, and the
experiencer can be reconstituted simultaneously a two dfferent places, for example
Washington and Moscow. The recnstitution at Moscow is independent of the reconstitution
at Washington, and comp makes the eperiencer surviving this doude teleportation
experiment. At Brussls, before the experiment proceeds, the experimenter canna give an
argument for not surviving in Washington, so “to find oreself in Washington” gives a
consistent extension. The same reasoning shows that “to find oreself in Moscow” is an
aternative consistent extension. Let us ask to the experiencer, which is suppaosed to be a comp
praditioner, where he will be located after the experiment. He can answer in a third person
way, saying for example that if someone wants to cdl him, he will be joinable bath at
Moscow and at Washington. So, let us ask him more genuinely where he will feel to be
locaed after the dugication, that is, what will be written in his personal diary. The diaries are
dupicaed and clealy none will contain the statement “I fed myself to be in bah Washington
and Moscow.” The one who feds having been reconstituted in Washington can only have an
intelledual (3-person) belief that he has also been reconstituted in Moscow (resp.
Washington), but even abou this he caana be sure of without external clues, like aphaone or
a video confirmation. From his pasition, the other self appears as other, like atwin falling
from the sky.

® For an example, it could be the state of a Turing machine emulating some unitary transformation in case the
brain, whatever it is, is corredly described by quantum mechanics. This recdl that quantum computer does not
violate Church thesis, and comp, initsall classicd and Platonist form, is not incompatible with the thesis that the
brain is a quantum computer (which | doult). Giving that madcine Turing state, it can be recopied, without
violating the non cloning theorem of quantum information science. See Jozef Gruska (1999): Quantum
Computing, McGraw-Hill, London
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So after the experiment ead *“first person” will fed to be at one place. To be & bath places
will never be aredisable @mnsistent belief from the first person pant of view. Giving the
built-in symmetry of this experiment, if asked before the experiment abou his personal future
locaion, the experiencer must confesshe canna predict with certainty the personal outcome
of the experiment. He is confronted to an uravoidable uncertainty. Thisis remarkable because
from a third person pant of view the experiment is completely deterministic, and indeed the
mechanist doctrine is defended most of the time by advocaes of determinism. But we see
here that medhanism, by being indeed completely 3-deterministic, entails a strong form of
indeterminacy™®, beaing on the possble mnsistent extensions, when they are observed by the
first person, as both diaries can witness This is what | cdl the first person comp
indeterminacy, or just 1-indeterminacy. Giving that Moscow and Washington are permutable
withou any ndiceadle danges for the experiencer, it is reasonable to ascribe aprobability of
% to the event ‘I will be in Moscow (resp. Washington).” Before procealing the experiencer
IS in a state of maximal ignaance Actually, we make this move just to simplify the
presentation. Indeed eventually we will reduce physics into a seach for an urcertainty
measure for the 1-indeterminacy, and at this gage it could be acredibility measure as well.
Y et, in the present context, such a probability can be intuitively justified by bdh the betting
definition d probability, or with a frequency approacd to probability throughiteration d the
experiments. In bah o these caes we must consider dugdication, nd of an individual, bu of
a olledion d individuas. This leals to a nation of first-person dura point of view where
the probabilities and bets are locally communiceble. For example people inside eab
multiplied popuations can evaluate those probabilities and evaluate the fairness of
dudicaion related bets. From the locd point of view shared by person belongng to
dugicaed popuations, the 1-indeterminacy looks like third person indeterminacy, bu it is ©
only from inside eab population.

4) The fourth step shows that the invoked symmetry and simultaneity was a red erring
sort of justificaion. For this purpose, it is enoughto introducein the preaeding setup a delay
of reconstitution in ore of the bifurcaing lranches. Then we can use the fad, established at
the second step, that a person, from his inner first personal point of view cannat be avare of
the delay to uncerstand that the introduction o asymmetric delays will nat change the first
person perspedive. Althougha predse measure of the first person uncertainty has not been
(and rever will be) defined in a precise way, the key point is that such a measure does nat
change for such delays. In particular, if ever we did dedde to attribute aprobability of ¥2 o

1 That indeterminacy can be shown totally different from the deterministic chaos, where divergence of histories
is prodwed by ladk of precison d the parameters involved. Actualy the indeterminacy is already qute
comparable to the quantum indeterminacy, espedally if we allow ourselves to apply the quantum laws to both
the objed and the ohserver interading with the objeq, like in Everett’s formulation d quantum mechanics (that
is Quantum Mechanics without the Copenhagen wave llapse). With Everett, observer can be described by a
machine obeying the “natural physicd laws,” and this makes the quantum indeterminacy a particular case of
comp indeterminacy. SeeH. Everett 11l (1973): “ The theory of the universal wave functions’ in B. DeWitt and
N. Graham, editors: The Many-Worlds Interpretation of Quantum Mechanics, pages 3-140, Princeton University
Press Princeton, New Jersey.



the consistent extensions at step 3, then we must also attribute a probability of ¥z in the
asymmetricd dugicaion, and that’s the point we wanted to show.
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5) Until now, the one we auld cdl conventionally ““the original” has aways been
annihilated at Brussels, its departure point. What can be said abou the probability to reat
Amsterdam from Brussels with a simple teleportation when the original is not destroyed at
Brussels. The figure five depicts the experiment:

The asence of the white blob at the left means there is no annihilation at the starting pant.
We can also consider there is a natural implicit delay onthe arow. It is a consequence of the
preceding steps that if the probability is 2 at step 3 (and thus also at step 4), it must be %2 at
step 5. The reason is that this stup can be remnsidered equivaently as a dugication
teleportation (like in step 4) from Brussls to { Brusels, Amsterdam} with a null delay of
reconstitution at Brussels. This is certainly courterintuitive™, espedally if the implicit delay
is long, kecaise & Brussels, it is only a picture which has been dore (a very predse one
giving it has been dore & the @rred substitution level (which exists by comp)), and why
should we be afraid by a picture of oneself? Of course, if someone does that experience in the
state of being certain he will emerge & Brussls, the one in Amsterdam will understand the
falsity, bu will never succesSully convince the‘“origina’ of its error. And this shows, by the
way, that nore of the experience/experiment presented so far can ever be considered as giving
a proof of the ammp hypdhesis. Actually, nosuch proofs can exist as the reader can perhaps
elaborate him/herself.

™ |n particular it contradicts ®me physicdist version o Nozick “closer continuer”, where the dosenessrelation
is defined in term of spatio-temporal relation. See R. Nozick (1981): Philosophical Explanations, Clarendon
Press Oxford. This shows that comp isincompatible with such anction d closeness The interview of the sound
Lobian machine will suggest anotion d closeness a priori independent of any spacetime, and, contrarily, will
explain haw anation d space time can emerge from the dosenessrelation, in concordance with the anclusion
of the UD reasoning. The doseness or similarity relation will be defined by the non-orthogonality relation
among atomic propasiti ons, itself derivable from the (arithmeticd) quantum logics.



6) The sixth step is akin to the oldest metaphysicd argument. It is also the most
perennial and unversal, it isdiscussed in dd Hindouist, Buddhst, Taoist, Islamic, Jewish and
Chrigtian texts. It plays a role in Plato’s Theagetus, and Descates Meditations, and many
others. In his comp form, it is exploited in many Science Fiction Novels; like Smulacron 1|
by Daniel Galouye, or in movies, like The Matrix. It is the dream argument, and it shows
mainly that we can always erroneously take amere beli ef for knowledge. We will seehow the
sound umversal machine will refled that insight in its slf-referentiall y corred discourses, but
at this dage, all we need amourts only to the following consequence of comp: al the
preceding steps can be done again with the reconstitution being “virtual,” i.e. emulated by a
universal madine, instead of *‘real” andthis without any passble change in the experience of
the first person for some arbitrary finite time related to the accuracy of the rendering d the
environments (like Washington and Moscow for example). All you reed is to simulate the
right interface which is Turing emulable, by definition d comp, and then some
approximation d the environment will succeel, the finer in descriptive detail s, the longer in
time. Comp makes it passible to replacedreams by video games in the old dream argument in
the sense that a first person canna distingush *“redlity” from an emulation o it when dane &
alevel lower than its substitution level.

In figure 6, the box represents a (finite) computing madinery. What metter here, is that
whatever measure of the comp 1-indeterminacy we chocse, that measure will not change in
the cae where the reconstitution are virtual. Even if the simulation daes not last, ead first
person will take any persona renstitution as confirming its anticipation, i.e. its bets on its
consistent extensions. The probability caculus is again invariant for such a dcange. This
follows diredly from our ealier comp assumption that a corred substitution level exists, and
that we ae Turing emulable.

7) The seventh step introduces the Universal Dovetail er (UD). Let N denotes the set of
natural numbers. A function from N to N is said to be total if it is defined on all natura
numbers. A function is sid to be computable iff there is a programme FORTRAN which
computes it'%. Church thesis (CT) makes the particular choice of FORTRAN irrelevant. CT
clams that all computable functions, total or not, are computed by algorithm expressble in
FORTRAN. In particular all total computable functions are computed by such FORTRAN
program.

12 This is platonistic or classicd talk. For example, today, nobody can compute the classcaly well defined
function gven bythe following description: f(x) = 1 if thereisan infinity of twin prime numbers; 0 if nat. (p and
g are twin primes, if they are prime and p-q =2, like 3 and 5, 5 and 7, etc.) That function is certainly computable
given that it is computed either by the FORTRAN program which ouputs aways one, or it is computed by the
FORTRAN program which outputs always 0. But nobody knavs today which one anong those two programs
compute the function, because the infinity of the twin prime number is, today (2004), still an open problem.



Is there alanguage, T-Fortran say, which would be cgable of defining al and only all
the total computable functions? T-Fortran language, by some well-defined grammetical
restrictions, would make any algorithms written in it computing only total functions. The
answer is ‘““no.” For, would it be the cae, we coud enumerate the T-Fortran programs by
lexicographical order: Py, Py, Ps ..., and the following function g dfined on n byP,(n)+1,
would be computable, but not T-Fortran computable. Indead, there would exist a T-Fortran
programme P, computing it, then P(k) = P«(K) + 1, and that’s absurd gving that P(n) is a
well defined number for ead n (because the function are total). So, with Church thesis, the
set of programs computing total functionsis necessarily a proper subset of the set of programs
computing functions written in FORTRAN. FORTRAN itsdf is vacdnated against the
preceding dagoral “attack”. Indeed, athoughwe can enumerate dl FORTRAN programs
(and this can be done medanically), and athough the resulting dagoral function g can be
programmed in FORTRAN, and that it will onits code give again g(k) = g(k) + 1, we will not
get a antradiction, bu only, in the computer science jargon,a aashing d the computer, that
is, the computation o g(k) will just run forever. And this entails there is no complete and
deddable theory capable of deading from a program description if it computes a total or a
non total function, because in that case we would be ale to use that theory to medchanicdly
filtered the non total programs, and ¢et, with CT, an enumeration d all and orly al total
computable functions; but then we would oltain again the contradiction we got above. This
shows that the incompleteness of theories, with resped to truth, is a dired consequence of
CT. The asolutenessof computability, warranted by CT, makes inescgpabl e the relativity of
theories. This again will be reflected in our universal machine interview. Concerning the
present step in the reasoning, it explains why if we want build a universal machine, which is
not only able to emulate dl madines, bu which adually does the enulation of eat madine,
we will be obliged to dovetail on eat exeaution. We must generate dl FORTRAN programs,
Pi, P2, Ps ..., and exeaute them by littl e pieces, coming bad recurrently onall programs. Let
P)(n) represents j steps of the exeaution o the i™ program P on input n. We must just
computes al those P/(n), and that is easy becaise the triple <,j,n> are dgorithmicaly
enumerable. It can be seen as a manner to emulate digital parallelism in a linea sequential
way. Thisway avoids any risk of never stopping onapossble infinite omputation die to the
necessry existence of non stoppable programs, as we have just shown. Such a procedure is
cdled a dowetailing procedure, and | cdl a universal madine which dowetails on al possible
madhine executions, a Universal Dovetail er (UD). Suppcse now, for the sake of the agument,
that our concrete and “‘physicd’” universe is a sufficiently robust expanding unverse so that a
“concrete’ UD can runforever, asill ustrated in figure 7.

o — DU

Then, it follows from the six preceding steps that it will generate dl posgble Turing machine
states, infinitely often (why?), which (by comp) includes al your virtual recnstitutions
correspondng to (hopefully) consistent extensions of yourself, in al possble (localy)
emulable environments or computational histories. And this, with comp, even in the case you
consider that your “‘generaised brain” (the *“whatever” which is needed to be enulated by a



digital bodybrain to survive) isthe whoe Milky Way galaxy. And we don’t need any Science
Fiction li ke devices to make this concrete'?, if we make exception o the robust universe.

We ae dmost dore. Indedl, let ustry asimple*‘physicd experiment” like dropping a
pen. With comp, when we are in the state of going to drop the pen, we are in a Turing
emulable state. Our more probable @nsistent extension is undetermined by the 1-comp
indeterminacy on al the “recmnstitution” of that similar states appeaingin UD* (the infinite
traceof the UD). This follows from 6, and the invariance of the uncertainty measure, naably
for the abitrary delay---including the null one, and the infinite set of states appeaing with a
arbitrarily large delay in the runring d the UD*. This gives a huge set. It can be agued that
finite computations are of measure null, and that the only way to a measure on the states will
consist in finding a measure on the set of maximally complete computational history gaing
through those states, with obviously a rather hard to define ejuivalence relation among
computations. Still, we can show that those (infinite) computations, as seen from some third
person description d UD*, correspondto maximally consistent extensions of our (hopefully)
adual consistent states. It is not necessary to be more predse here, giving the non
constructivism of the mlledion d thase nsistent extensions, and the fact that we will make
things utterly predse, by diredly interviewing a universal machine on those extensions, and
this by taking into acourt the 1/3 person point of view distinction. So, if we grant a
sufficiently robust universe, we ae ammpletely dore: physics, as the ““corred”” science for the
concrete relative predictions must be given by some measure on ou consistent relative states.
Physicsis, in principle reduced to a measure on the lledion d computational histories, as
seen from some first person pant of views. We can say that in principle, physics has been
reduced to computer fundamental psychology.

8) Yes, bu what if we dorit grant a concrete robust physicd universe? Up to this
stage, we can still escgpe the @nclusion d the seven preceding reasoning steps, by
postulating that a*‘ physicd universe’ redly “exists’ andistoo little in the sense of not being
able to generate the entire UD*, nor any reasonable portions of it, so that our usua physicd
predictions would be safe from any interference with its UD-generated ““littleé’ computational
histories. Such a move can be onsidered as being ad ha and dsgraceful. It can aso be
quite weakened by some aceptation d some @nceptual version d Ockham’'s Razor, and
obviously that move is withou purpose for those who are willi ng to accept comp+ (in which
case the UDA just show the necessty of the detour in psychology, and the general shape of
physics as averages on consistent 1-histories). But logicdly, there is gill a placefor both
physicdism and comp, orce we made that move. Actualy the 8" present step will explain
that such a move is neverthelesswithou purpose. This will make the notion of concrete and
existing unverse mmpletely devoid of any explicaive power. It will follow that a much
wegker and wsual form of Ockham’s razor can be used to conclude that not only physics has
been epistemologically reduced to machine psychoogy, bu that “matter” has been
ontologically reduced to *“mind” where mind is defined as the objed study of fundamental
madhine psychaogy. All that by assuming comp, | insist. The reason is that comp forbids to
asciate inner experiences with the physicd processng related to the @mputations

13y oucan findalisp code for aUD here:
http://iridia.ulb.acbe/~marchal/bxlthesi s/ olume4C C/4%20GEN%20& %20DU.pdf

14 From the first person pant of view the 1-indeterminacy domain is the infinite union of all finite portions of
UD* in which corred emulation accurs. This is the main consequence of the 1-invariance for the reconstitution
delays.




correspondng (with comp) to those experiences. The physicd ‘““ supervenience thesis’ of the
materialist philosophers of mind canna be maintained, and inner experiences can orly be
asociated with type of computation.

Instead of linking [the pain | fed] at space-time (X,t) to [a machine state] at space-time
(x,t), we are obliged to assciate [the pain | fed at space-time (x,t)] to a type or a sheaf of
computations (existing forever in the aithmeticd Platonia which is accepted as existing
independently of our selves with arithmetical redism). That result has been fourd
independently by me aad Tim Maudin (Marcha 1988, Maudin 1989. Maudin’'s
argumentation provides more information™. The agument is less easy to apprehend than
those of the preceding step and | will only sketch the basic principle.

For any gven predse runnng computation asociated to some inner experience, you
can modify the device in such a way that the amount of physicd adivity involved is
arbitrarily low, and even null for dreaming experience which has no inpus and no owputs.
Now, having suppressed that physicd adivity present in the running computation, the
machine will only be accidentally correct. It will be wrred only for that predse computation,
with urchanged environment. If it is changed a littl e bit, it will make the madine runnng
computation no more relatively corred. But then, Maudin ingenuously showed that
courterfadual corredness can be recmvered, by adding non active devices which will be
triggered orly if some (courterfadual) change would appear in the ewvironment. Now this
shows that any inner experience can be asociated with an arbitrary low (even nul) physicd
adivity, and this in keging counterfadual corredness And that is absurd with the
conjunction d both comp and materiali sm.

So if we keep comp at this gage, we ae forced to relate the inner experience only to
the type of computationinvolved. The reasonis that only those types are univocdly related to
all their possble wmurnterfaduals. This entail s that, from afirst person point of view, na only
the physicd canna be distingushed from the virtual, bu the virtual can no more be
distinguished from the arithmetical™®. Now DU is emulated platonisticaly by the verifiable
propasitions of arithmetic. They are equivalent to sentences of the form *it exists n such that
P(n)” with P(n) deadable. Their truth entail s their provability, and they are known under the
name of Sigmal sentence.

If comp is correct, the appeaance of physics must be recvered from some point of
views emerging from those propasitions. Indead, taking into acourt the seven steps once
more, we arrive at the conclusion that the physicd atomic (in the Boolean logician sense)
invariant propaosition must be given by a probability measure on those propasitions. A
physicd certainty must be true in al maximal extensions, true in at lesst one maximal

15 Both Maudlin and me showed, rougHy speaking, the incompatibility of comp and materialism. Maudiin tried
to modify comp to kegp materialism, | am lead toward modifying materialism, giving that comp is our starting
hypahesis. SeeT. Maudlin (1989): ** Computation and Consciousness” The Journal of Philosophy, pp 407-432.

16 Seemy “filmed graph argument” in my PhD thesis (in French), or in*Conscience & Mécanisme’

http://iridia.ulb.acbe/~marchal/lill ethesis/these/nodel5.html#SECTIONO070@MO0000000000000, or here, again
in French: http://iridia.ulb.acbe/~marchal/bxlthesis/V olume3CC/3%20%202%20.pdf

The filmed graph argument, with Maudlin’s Olympia reasoning could perhaps leals diredly to quantum logic,
giving the key role given to the logic of (arithmeticd) counterfactual's, and the works of D? Lewis, Stalnaker and
Hardegreg seeG. M. Hardegree (1976): “ The Conditional in Quantum Logic,” In P. Suppes, editor: Logic and
Probability in Quantum Mechanics, volume 78 of Synthese Library, pages 5572, D. Reidel Publishing
Company, Dordrecht-Holland. Hardegree shows that the standard orthomodular quantum logic, with the Saz&i
hook implication, can be seen, at least formally, as a logic of courterfaduals, with a nation d similarity on
histories behaving like quantum simil arity (that is nonorthogorelity).



extension (we will see later why the second condition daes nat follow from the first) and
aaxcessble by the UD, that is arithmeticdly verifiable. Figure 8 illustrates our main
conclusion, where the number 1 is put for the so call ed Sigmal sentences of arithmetic.

0—»1

Conclusion: Physics is given by a measure on the cnsistent computational histories, or
maximal consistent extensions as ®en from some first person pant of view. Laws of physics,
in particular, shoud be inferable from the true verifiable **atomic sentences’. Those ae the
verifiable aithmeticd sentences. They shoud be true everywhere (= in all comp histories),
true somewhere (= true in at least one comp history), and inferred from the DU-accessble
“aomic’ states'’.

II. The Interview of the Modest Machine gives a non trivial Embryo of a
Confirmation of Comp in the form of arithmetical quantum logics

To evaluate cmp from its, perhaps gartling, consequences, we will adopt a strikingy naive
methoddogy. we will interrogate the machine itself. Given that the UDA reasoning hes
shown that physics sould emerge from a probabili stic structure beaing on its maximal
consistent extensions; it is natural to interrogate the machine on its consistent extensions.
Obvioudly, to interrogate an arbitrary madine will not be necessarily interesting. Eventually
we will interrogate a Self-Referentialy Corred, Arithmeticd Platonist Universal Turing
Madhine (SRC madine), and this in the computationdlist frame. Predsions will follow. At
first sight such a choice could gve the feding that we ae begging the question, gving that
we dedde to interview a machine which “share” our hypaheses. But it is al norma to
proceed in this way giving that we are aguing neither for nor against comp. We ae just
studying, as in the first part, the logicd consequences of comp. Obvioudly, at this stage, we
can only hope the machine will be &le to gve more precise information than the informal
(but predse) consequences the nonconstructive UDA reasoning hes already provide™®.

The naive methoddogy invites us to adopt a naive stance toward machine's beliefs.
This means we will say a macdhine believes a propasition pif and ony if the madcine as<erts
p. It is up to us to choose'® a sufficiently chatty madine caable of asserting any of its
beliefs, or of assessng them in a way or ancther when asked. It is up to us to choase a

" Note that at this dage, we muld arealy compare that “many histories’ comp-physics with Everett-Feynman
formulation of quantum medhanics. The modest machine interview will give more testable consequences.

'8 1n some sense | substitute the grand-mother invoked in UDA by a sound universal macine.

19 Actually, once machines are a bit complex, such a choice caina be done @nstructively. We will follow the
clasdcd mathematician procedure of just limiting ourselves, non constructively, to such SRC machines. Giving
the hypahesis of self-referentially corredness we will be @le to constructively derived their limiting SRC
discourses.



sufficiently serious machine. For example, there is no red problem with a macine aserting
that Londonisthe caital of France We can till remain indugent toward the macdine by just
attributing it alack of familiarity with elementary geography. But if the macdine asserts that
Londonis not the capital of France and asserts that Londonis the capital of France, then, that
would make us suspeds that the machine's beliefs are most probably inconsistent, espedally
if the macdhine has been presented as a Platonist macdhine.

Presentation of the machine. A macdinewill be said Platonist, or Classical, if 1) the
madhine believes all classcd tautologes, and 2 it is the cae that if the madiine ever
believes X and ever believes X -> Y, then the madiine will believe Y. | will say the machine
is consistent if its st of belief does not contain a contradiction. f (read false) will abbreviate
any contradiction, like (p & -p) with p dencting some propasition. | will write Bp as an
abbreviation for the propasition acording to which the machine believes p. In the cae we
would add a propasition pto a mnsistent set of madine's beliefs, then, we will say that the
madhine remains consistent if the macdiine does nat get a contradiction from p. So p will be
consistent for the machine if -B- p, i.e. the propasition -B- pistrue, i.e. the macdine does nat
prove the negation d p. So we can real -B- as consistent. For example -B- -p saysthat -p is
consistent, and this is equivalent to the non telievability of p, i.e. -Bp. The notion d logicd
consequences of a finite set of propasitions is defined in the usual way?®. A machine will be
said an Arithmetical Platonist if the madine believes enoughelementary arithmeticd truth
(including some scheme of induction axiom). A machine will be self-referentially correct, or
self-acaurate, when any propasition the madine ever believes abou its own beliefs or
consistency propgsitions, are @rrect, and this, when B is trandated or encoded in some
manner in its language, for example arithmetic. A machine will be said Universal, if the
madine is able to emulate any computation. For being unversd, it is enough,for a dasscd
arithmeticd Platonist macdhine, to believe dl true Sigmal propasitions. | recdl they have the
shape “it exists n such that P(n)”. With the induction axioms sich macdine will have enough
introspedive power to ““know’”’ (in the sense of ““corredly believe’) that there ae universal; in
the sense that they will believe p -> Bp for any p arithmetical Sigmal propasition. This will
eventually provide us a very simple way to trandate the computationalist hypahesis in the
maadine language, by adding the belief p->Bp to the madine’s beliefs, identifying the @aomic
belief with anation d DU accessbility.

The fad that we ak “B” to be trandated in the macdhine language, that is, in term of
objed the macdhine is able to handle, like numbers, makes the machine beliefs*“ scientific’ i.e.
third person communicable (assertable) beliefs. It also proteds us against Quine's form of
esentiaism accusation. The madine talks abou some description o itself like an
experiencer talks in a third person external way abou a description d its body with its
surgeon, a abou its doppelganger after a self-duplicaion experiment. This means we will
nedd to define in the machine language the notion d first person pants of view. Thiswill be
dore later by using the traditional definition gven by Theadetus to Socrates, and variants, in
Plato’s Theagetus.

%0 SeeR. Smullyan (1987): Forever Undecided, Knopf, New York. Mainly: X is sid to be a onsequenceof aY
and Z, if (Y & Z)->X is atautology, that is equivalent to (Y->(Z->X)), and is motivated by the modus porens.
Generalisations are eay onarbitrary finite set of formulas.



Godel, Minds and Machines. It is known, and we will see why below, that all
madines suffer from some intrinsic limitations which are related in particular to the
difference discovered by Godel?!, between truth and provability. An important literature
beas on the impact of Godel’s results, onthe limitation d formal systems, onthe question o
medianism. There ae those who, like Lucas and Penrose, think that the Gddelian
incompleteness $iow we ae nat macdines, those who doulb any positive or negative
relationship can be dore, and thase who kelieve and argue that Godel’s theorem is redly a
chance for mechanism. We belong, like Judson Webb, quasi by construction, to that last
caegory. Giving that the incompletenessis a dired consequence of Church thesis, as we have
shown, and gving that Godel has proven his incompleteness theorem withou CT, Judson
Webb concludes, in a remarkable book, that incompleteness could not have been a luckier
discovery for the medchanist: it is a @nfirmation d CT. And it makes CT a vaccine which
proteds universal macdiines against abusive diagordlisation. Eventually it proteds Grand
Mother against Mister Theory!

No logician, as far as | know, has ever been convinced by Lucas or Penrose use of
GOdel’ s results against mechanism?%. Some gentine recnstructions of Lucas argument have
been proposed, and a mnsensus exists that incompletenesscan be used to show that if we ae
consistent macdhines then we canna know which macdiine we ae, and a fortiori in which
computational history we ae most probably supported by!?® Even Penrose acknowledges this
fundamental nuance in his ®ond hkest seller book keaing onthat question, bu, curiously
does nat take the nuanceinto acourt.

At first sight UDA, which forces us to cgpture physics through a measure on the
consistent extensions of a SRC madine, could apparently leals us to some @nflict with the
seaond incompleteness theorem (which will be proved below). It says that a SRC madine
canna believe its own consistency, -B(-Bf) is true on such machine, so that if you ask such a
madhine if she has (at least) one @nsistent extension, she remains slent! And withou any
caution the machine just crash, again! Fortunately, if we ae patient and let the SRC madine
dowetail on its beliefs justifications, soorer or later it will “explain’ its slence by aserting
that -Bf -> -B-Bf, that is the madine believes that if she is consistent she can’'t believein its
consistency.

Gode’ s first incompletenessdiscovery was indeed that any machine caable of
proving arithmeticad theorems either proves falsities or is incgpable to prove some true
arithmeticd propasition. The leson is that whatever the machine we doaose; truth will

2L Actually, to my knowledge, this has been foreseen by Emil Post, who is the first to derive incompleteness
from Church thesis (which he cdled alaw of mind). That proof isbasicdly the one | have given in step 7 d the
UDA.

22 See J. C. Webb (1980: Mechanism, Mentalism and Metamathematics: An Essay on Finitism, D. Reidel
Publishing Company, Dordrecht, Holland. See « Conscience & Mécaiisme» for my own refledion, an its
comparison with many works in that field. It shoud be noted that our methoddogy dces not neal any
philosophicd study onthat question, giving ou naive stance, and gving the fad that we will just interview an
universal machine on that question. | include that paragraph to pdnt on the faa that the Gédel/mechanism
question has along and rich tradition.

3 Here incompletenesscan already be intuitively related to the comp I1-indeterminacy, or its 3-person damain. |
have discovered recently how Alain Connes compares implicitly the quantum indeterminacy and the
incompleteness We have been lead to make this conredion necessary, with comp, and utterly transparent, as |
hope the reader will find, throughthe interview of the universal machine, seemy paper on the Changeux/Conres
debate Marcha 2004, here: http://lutedum.org/stp/marchal.html (written in French). All machines suffer from
limitations, but the modest ones | will describe, and which are exadly the Platonist one, have enough
introspedive ailiti es to assess the proof-truth gap and even to explore the infinitely complex border of that gap.




always extend properly its formal (sharable, chedkable) provability abilities. But how to
interrogate the machine on the geometry of its ignaance, as defined by its st of consistent
extensions, if the machineis o limited. A theoreticd shorter path toward the solution will be
offered under the form of a wugde of logics of self-reference the Solovay provability logics
G and G*, and which can be mnsidered as fruitful and anazng descendant of the Gédel and
Lob epoch making incompleteness theorems. | will try now, barowing some trick in
Smullyan’s gentle introduction to incompleteness to convey the main ideas withou getting
invalved into too many technicdities. | hardly can make abetter recommendation than to
invite those who want get some familiarisation with the notions involved here to study
Smullyan’s lovely book.

Smullyan Pedagogy. To explain Godel’s and L6b's theorems™, Smullyan proposes a
puzze. There is an island where dl natives habitants are ather knight or knave. Knights
always tell the truth and knaves aways lie. Some reasoner is visiting the island and some
habitant tells him *“You will never know that | am aknight.” What can we deduce®>?

The reasoner could reason in the following way. Let us sippcse the native is a knave.
Then he was lying and this means | will know heisaknight. But | canna know he is aknight
when heisaknave, so he caana be aknave and heisaknight acordingly. Now we can drive
a ontradiction. We know the reasoner has reasoned correctly, so the native is realy a knight
and the reasoner believe the native is a knight. So we know that the reasoner know it is a
knight, but then the native was wrong and must be a knave, and that is a contradiction. By
knowing we have meant correctly believe. We got a paradox! Obviously this is a variant of
Epimenides Paradox. Now for letting the reasoner himself obtaining such a paradoxicd
conclusion we must suppase some cgacity of reasoning. Indeed, as Smullyan very genuinely
explains, no pradox would occur in the cae ahabitant says to a @rpse, or lessextremely a
ded, “you will never know | am a knight.” Indeead in that case the habitant is a knight and
indeed the deaf will not know that, giving that he does not even hear the question. If you are
mentally disabled no mradox accurs either. Some native tells to youthe same sentence and
you can answer ““Ah OK” withou deducing anything and ro paradox will occurs. So what are
the minimal reasoning abiliti es to get the paradox? For this problem, it can be shown that the
knowledge of classcal propasitional logic is enough together with the assumption that the
ressoner isnormal, i.e. that if he knows p then he knows that he knows p.

The reasoning has shown that in case such an island ever exists, no native will ever
say to a norma knower of classcd logic: “you will never know that | am a knight.” That
leads the reasoner to a frank contradiction. Of course it could also mean the “*nativeé’ was nat
anative, it could have been ajoking tourist or a mad explorer disguised into a knave.

Now, suppcee a(red) native tells you instead: “you will never believe that | am a
knight.” What can youdeduce? Wehave foll owed implicitly the traditi on, which originatesin
the Theaetetus of Plato, of defining the knowledge of some propasition p,by the crred belief
in that propasition. That is, by definition, *“knowing p” is*“believing p” with p true. We can
write Cp = p & Bp, where Cp meansto (ever) know p, and Bp meansto (ever) believe p.

Going from knowledge to belief makes things much more subtle and interesting.
Indeed the paradox above, for example, will occur only if the visitor (which the habitant is

4 Lob, M. H. (1955). Solution of a problem of Leon Henkin. Journal of Symbolic Logic, 20:115118

% Note that Smullyan pedagogy is not without danger. It could give the feding that you reed to believe in fairy
talesto proced. | will make clea the diagonali sation lemma, below, eliminates the need of the KK Idand.



addressng) believes al his beliefs are true. In the cae where indeed all his beliefs are true,
the reasoning above will show that the reasoner can neither believe, na know for the matter,
the very fad that all his beliefs are true. So if al the propasitions Bp -> p are true about you,
they canna al be believed by you. Instead of a paradox, we get an incompletenessresult. And
you dorit need redly to goonthe KK Island; it is enoughsome habitant asserts **Mister X or
Misses X will never believe | am knight.” That sentence will be true, athough unlelievable
by X, independently of the fad X met such sentence Imagine anative saying‘‘the Belgians
will never believe | am a knight,” then any Belgian believing in its own accuracy, i.e.
believing in all the propositions Bp -> p, will be inacarate, even if the Belgian ddn't know
anything abou the KK Idland. Giving that the use of “believe’ instead of *‘know”’ evacuates
the paradox, such an island could well exist and the asertion d their inhabitants could have
consequences on ou ability or inability to believe some truth! Thisis a very weird situation.
To reasaure ourselves we can still hope such an island daes nat exist.

But the purpose of theisland was just to buld afictive situation ill ustrating easily how
someone @uld meet and believe some self-referential sentence That works like this: let k be
the propasition that the native is aknight, and suppose the native aerts p. Then pwill be true
if and orly if k istrue, and if someone believesin the rule of theisland (I recdl: al knight tell
the truth, al knaves lie, and all habitants are ather a knave or a knight), he will believe the
propasition (k <-> p). Now the propasition *“you will never believe | am a knight’, once
asserted to a believer in the island rules will make the self-referentia proposition (k <-> -BKk)
believed by that believer. Moreover (k <-> - BK) will be indeed true in case the rules adually
hod ontheisland.

The point now is that, with o withou the KK Island, macdines cannot dispose so
easlly of the self-referential propasitions. Actually madiines canna dispose of them at all.
Thereis afamous result which proves this fact, known as the diagonalisation lemma. So with
the diagoral lemma, we can reason as if there were aKK Island, making incomplete ay third
person sort of “chedkablée’ belief from honest universal machine. The reader who grants this
can jump the foll owing more technical sedion.

The diagonalisation lemma. If you have adugicaing macine D, which when gued
alittl e bit onany machine M dugicatesit, and paste it alittl e givingsay MM, then, duingit a
littl e bit to itself DD will results in DD itself. That is DD produces DD, relatively to some
probable universal computational history. In ou chatty approadh it is enoughthe macdine
believes elementary substitution relations, like subst(abc, baxX) = [baabdc], meaning that the
substitution d X in the seaond argument by the first argument gives (a description d) the
string baabc. The bradket “[** and ““]” are used to represent a description d the final result in
term of object the madine can reason abou, like the numbers of our arithmeticd universal
maadine. If the madine remembers that it is always the first argument which is substitute in
the second argument, she will corredly believe that subst(aXc, baX) = [baaXc], athoughit
could seam at first alittl e bit confusing due to the occurrence of X in the first argument string.
So the madchine will believe, and the reader isinvited to verify this by hands, that:

subst(subst(X,X), subst(X,X)) = [subst(subst(X,X), subst(X,X))]

We obtain an expresson which denotes a description o itself. Suppcse now you want build a
madhine capable to operate some mechanical transformation onitself by applying some other
madhine T on itself. All you reed is a new machine, which | still write D, cgpable, if you
present it amachine A asinpu to apply T ontheresult of gluing alittl e bit A onitself before:
DA gives T([AA]). Then DD will gives T([DD]). Applying this idea on ou chatty
substitution leads to an expresson capable of producing atransformation o itself, and thisin



a way the madhine can believe. Let us take any adjective understandable by the machine.
They are caled predicaes in logic. For exemple the predicate odd(X) which says that X is
odd for instance, odd23) is a true propasition, and odd?24) is fase. Odd(X) is easily
understandable by aur arithmeticd madine: oddX) <-> there is a number Y such that X =
(2timesY) + 1.

Let us define 1) T(X) by odd[subst(X,X)]), and 2 let m = [T(X)]. The machine will
believe that T(m) is equivalent to odd[subst(m,m)]), and thus equivalent to odd[subst(m,
[TCX)DD, by 2,and thus equivalent to odd[subst(m, odd[subst(X,X)])]), thus equivaent to
odd[odd subst(m,m)]]), thus equivalent to odd[T(m)]). That is: the machine will believe that
the propasition T(m) is equivalent to oddT(m)). Let us define the dosed formula by T(m) by
k: we have that the machine believesk <-> odd[K]).

So kistrue iff its description in the machine language is odd Now, the dhoice of the
predicae “odd(X)" didn't have ay relevant role in the proof, as far as it is definable in the
madhine language, and we have ill ustrate that for any such definable predicae P, there is a
correspondng fixed pant sentencek such that the machine believes (k <-> P([K])).

Theorem: For any predicae A definable in the madine languege, there is a
propasition k such that the macdhine will know (corredly believe) the propasition (k <->
A([K])). Put in ancther way, with simplified ndations, for any definable predicate P, the
logicd equation X <-> P(X) admits asolution k such that the machine believes k <-> Pk.

The consequences of the diagonalisation lemma are tremendous The fact is that
madhines no more need to visit the KK Island to be troubded by al kinds of self-reference
What happens with the paradoxes? What if a native just smply says‘‘| am not aknight’. The
traditional way to escape the paradox consists to say no retive will ever say that, giving that
otherwise, we would be lead to athoroughcontradiction. Suppase now the nation d knight is
definable in the macdine language by a predicate knight(x) meaning that x names a true
propasition, so that the madhine believes for any propasition p p <-> knight(p). Then by the
applicaion d the diagonal lemma on the predicate defined by “nat knight(x)”, thereis ak
such that the madiine will believe that k is equivalent to the negation of knight(k), itself
equivaent to -k, so the madine will believe k <-> -k: contradiction. Now, by the
diagordlisation lemma assumption, this means that “‘knight(x)” or ““knave(x)” is just not
definable in the language of the macdine. Truth on a madine is unnameable by the madcine.
Thisisaversion d Tarski theorem. For the same reason, the paradox we get above when we
met a native telling s *‘'you will not know | am a knight”, with the arrespondng fixed pant
sentence k <-> -Ck, shows that consistent machine's knowledge is not definable by the
consistent madiine. What can be said abou machine's beliefs, and in particular about the
third person communicable beliefs of our Platonist SRC madcine? From the visit in the
Knight Knave Island we gat an incompleteness theorem. By the diagorelisation lemma, we
thus get a mrrespondng incompletenesstheorem for the machine.

If Godel incompletenesstheorem is amazng, it is nothing compared to L6b's theorem.
We first need the foll owing sort of sum up theorem. It can be shown that the beliefs of the
Platonist universal madine ae described by the following provable (and true with the self-
referential interpretation) propasitions:

1) If M believesp then M believesBp (M isnormal)
2) M believesBp ->BBp (M knows heisnormal, we will say M is of type 4)



3) M believes B(p->q) -> (Bp -> Bq) (M believes he is regular, that is, he knows he
follows Modus Porens, or MoPo). That formulais named K (for Kripke).

I will say that a normal macdhine is atype 4 reasoner when it verifies 1, 2, and 3 Line 1 says
that the madhine is normal. We can say that Bp->BBp is true for the madine, given that we
interpret Bp by the madiine believes p. It can be seen as aform of self-awareness The seaond
line says that for al propositions the macdine believesiit is normal with resped to them, this
gives dill more self-awareness nat only Bp->BBp is true dou the machine (by line 1), but
line 2 makes it believed by the machine?®. Line 3 says that the madine is not only Platonist,
in the sense of having a set of beliefs closed for the modus porens rule, but adually knows
(corredly believes) it is closed for MoPo.

Revision exercises: Let us sys that a madiineis accurate or correct, or sound if Bp->pistrue
for the madhine. Let us sy that amadhineis gableif BBp->Bp is true for the machine. Could
an accurate machine believe it is accurate with resped to any propasition? Could a @nsistent
madhine believe in its own stability? You can try to show that for any consistent normal and
stable machine, there is an undeddable propasition, i.e. a propasition psuch that the macdine
can believe neither p nor —p.

Some useful definitions: A machine M1 is referentially corred abou a machine M2, if every
propasition proved by M2 is true for M1 (we suppose that true propasitions with nosymbal B
in it are vaauouwsly referentially true, for example 1+1=2 is true about everybody). A machine
is slf-referentially correct if it is referentially corred abou itself. Obviously: SRC implies
soundressimplies gability. A machine M1 is referentially complete on M2 if M1 proves all
the propasitions which are true for M2. You might show that self-referential correctness
entail s ®lf-referential incompleteness

Arithmetical Placebo, Self-Confidence and Modesty What abou a native telling to
a reasoner the following much more positive propaosition “You will believe | am a knight”?
Thisis, in KK language, the question L. Henkin asked to M. H. Ldb, which leads L6b to a
genuine astonishing generdisation d Godel’s theorem. In the language of a aithmetical
classcd madine, what can be said abou a sentence k saying abou itself provable([K]).
Apparently that sentence can be said by a knave (and ke false) or by a knight (and ke true).
That is quite unlike the Godel sentences previously studied, onthe type p <-> -Bp, which
said abou themselves that they are not provable by M, making them true about M and
unprovable by M, when M is consistent, and making them undeddable by M, when M is also
stable. But the diagoralisation lemma can strike ajainst, in a deeper and more pasitive way
than we could exped at first sight.

Let us go badk onthe KK Island. A type 4 student, that is a normal platonist knowing
he is normal, is developing some anxiousnessconcerning hs end d year exams. The teacher
told him not to worry so much and that his anxiousnesswas just due to some lack of self-
confidence. He told the student that if he uld just believe in the success then he would
succeed. That was not a big help dgving the fad that the student is really ladking such a self-

%6 This follows from the Sigmal completeness described above. The fad that the universal machine knows its
universality, because the predicae B is trandated by "it exists y such that proof(x, y)," where proof(x, y) is the
deddable predicae saying that y is (a description) of a proof of (a description) of the formula x. Proofs are just
sequences of formulas which are @ther axioms or derived from preceading theorems from the rules. Proving that
the aithmeticdly trandated belief, or arithmeticad provability “B”, verifies p->Bp for p sigmal is the most
delicate part. See Boolos 1993 for a thoroughly detailed explanation. G. Boolos (1993): The Logic of
Provability, Cambridge University Press Cambridge.



confidence, and so, although te trusts his teader that if he wuld ever believe in successhe
would succea, he is, as a matter of fad not believing in success and could as well
completely fail. The teader then suggested him to make avisit to the Knight Knave Island,
being told there was a native who was a gifted priestess pedalized in the at of rising upself-
confidence. The student trusts completely his teader and kelieves in the KK rules, and thus
deddes to gothere during the Easter halidays, alittl e before the exams. The student meds the
priestessand explains her that his teater was trustful so that if he was able to believe that if
he @uld ever believe in success success would happen, but adds that he did actually nat
believe in success After some ceemony the priestess eventually tells him: *if you ever
believe | am aknight then youwill succeel.”

Now the student gets really desperate. He thinks he has got no more evidence that the
priestesswas a knight than he had trust in hmself at the start. Thinking twice he gets a big
relief, though.Why?

Let s be the propasition that the student will be succesful. The student trusts his
teater so that he believes Bs -> s. Now he believes in the rule of the island, so that he
believes k <-> (Bk -> s) where k is the propasition that the priestessis a knight. The student
made the following reasoning: “‘Let us suppcse | will believe she is a knight, then | will
believe what she said, that is Bk -> s (being d type 4, he knows heisregular). But if | believe
she is a knight, | will believe that | believe she is a knight (being d type 4 he knows he is
normal), that is | will believe Bk; so if | ever believe sheisaknight | will believe both Bk and
Bk -> s, so by popasitiond logic, | will believe s, and because | trust my teader it means |
will succeeal. But that is exactly what the priestess sid: if | believe she is a knight | will
succeed. So she told me atrue statement! So she is aknight.”” Being namal, the student will
now believe she is a knight, and thus believes also what she said, that if he believes deisa
knight he will succeal. So he will believe he will succeed, and then, if his teader was right,
he will succeed!

Now by the diagonali sation lemma, there is no need for a universal machine of type 4 to go
on a KK idand. It simply exists a fixed pdnt sentence k such that k <-> (Bk -> s), for any
propasition s, and the reasoning abowve gives a proof of L6b’s theorem: If atype 4 macdiine
believes Bp -> p for some propasition p,then the madine believes p.

A simple “corollary” follows: Godel’s snd incompleteness theorem: if a type 4
macdineis consistent then the macine is unable to believe sheis consistent.

Proof: consistency is, in the madiine language, —-Bf. But thisis Bf -> f, by PC, as the reader
can verify by a two line truth table. By L6b, if ever the macdine believes Bf -> f, she will
believein f, contradicting the assumed consistency.

Andwhat abou Henkin's question? It isadired consequenceof L6b's theorem that a
sentence saying ‘|1 am provable by M” istrue and provable by M! This follows from the fad
that the propasition p<->Bp entail sin particular Bp->p.

Note that L6b's theorem can be stated as B(Bp->p)->Bp. This formulais cdled Lob's
formula, andisnamed L. That formulaistrue for M, bu M believesit too. A type 4 unversa
madchine can even prove what we have just proved, that is:

B(k <->(Bk->p)) -> B(Bp->p) ->Bp

And L6b's formula follows again by a visit to the KK Island, a more seriously by the
diagonsation lemma on the formula BX->p. L6bian machine has been called modest by Rohit
Parikh, and L6b's formula is redly a modesty formula. The reason is that the madine will
believe its acaracy with resped to p,i.e. will believe Bp->p, only when it acually believes p.



In which case Bp is obvious from MoPo, gven that (p->(g->p)) is atautology. So it is hard to
imagine how to be more modest than that.

Definition. A type 4 machine is modest, if it believes al propasitions B(Bp ->p)->Bp. It can
be shown that modesty entail s belief in its own normality, and so we will i ndifferently caled
our SRC machine, which is provably modest, a modest or a Lébian machine?’. A type 4
universal machine does not neal to visit the KK Idand to become modest, by the
diagoreli sation lemma.

Solovay's incompletenesscompleteness theorems In 1976, Solovay has given two
genuine and wonderful completeness theorems, concerning the (infinite) discourses we can
have with an arithmeticd Platonist SRC machine, or more general Lobian macines and
entity®®. His first theorem says that modest propasitional believability logic, Solovay named
G, that is the norma system with K and L as axioms, formalizes completely the provable
arithmeticd propasitional logic of provability and consistency, of Peano arithmetic, or ZF,
adually of any ordinary provability predicae in RE set extending PA. This makes the L
formula redly the fundamental formula of machine’'s psychaogy. It is known that 4 can be
derived fromL in G.

The second theorem is gill more anazang. We consider the following theory G*
which has as axioms al theorems of G, plus the soundress formula Bp->p. And which is
closed for MoPo. Note that we don't ask G* being namal, for the reason that, in that case,
from the aiom instantiation Bf->f, namality would lead to B(Bf->f), and L6bianity would
then lead to Bf, and gving we got already Bf->f, MoPo would lead to f, making G*
inconsistent. The second theorem of Solovay says that G* formalizes completely the true
arithmeticd propasitional logic of provability and consistency.

Now it can be shown that both G and G* are deddable, making the G* minus G
corona adecidable set, closed for MoPo, d unbelievable truth. Giving ou naive stance, it
makes them non communicable & well. For example we know that the SRC is consistent,
stable and sound, bt cannot know it, and that makes -Bf, BBp->Bp, and Bp->p belongng to
G*\G. In fad, as G is closed for the necesstation rule, G* is closed for the *“posshbili zation”
rule: if E is provable by G*, then -B- pis aso provable by G*. The deadability of G and G*
entail s*° the deddability of all the logics which foll ow.

2" Boolos 1993 gves 5 reasons to be utterly astonished by L6b’s theorem. Here we emphasize on apossble sixth
one: that Ldb’s theorem describes a form of very basic aithmeticd placeo. It is arguable that it can be used for
making cleaer the comp grand-mother vindicaion (we need perhaps ©me grain of salt!). IF grand-mother
succeals to convince her Lobian grand-child that if he believes that some grasses are good for his hedth, it will
be goodfor hishedth, THEN it redly will! Obviously this makes the L&bian machine prone to negative placebo
effeds making them sensible to passhble verbal perversity.

% G and G* are sound and complete for larger systems, and can be eriched for providing ron-comp ndion of
belief, for example Solovay got that G together with the formulas B(BX->BY) v B(BY ->(BX& X)) give asystem
which is und and complete for the (set theory) propasitions which are true in al transitive models of ZF
(Zermelo Fraenkel set theory). For aproof seeBodos 1993. Solovay got also that G together with the formulas
B(BX->Y)vB((BY &Y)->X) captures in the same way the propositions true in al models Vyqpm With kappa an
inaccessble (rather big) cardinal. In case we find, as a measure on the consistent histories, a mnsistent subset of
physics, but don't find al of physics, making comp false, similar Solovay extensions of G and G* could provide
psychaogies of some ‘“non macing’ notions. See R. M. Solovay (1976): *‘Provability Interpretation d Modal
Logic,” Israel Journal of Mathematics, 25:287-304.

# Thisistrue only at the propositional level where no variable entersin the scope of the modal connector B. The
Rusdgan logicians have solved the question of the deddability of the first order extension d G and G* in the
worst possble negative way. Seethe bodk by Boolos 1993 which relatesin detail s thase results.



Computationalism: It is the computationralist hypahesis which has invited us to
interview the self-referentially corred machine. Such a macine ould consistently being nan
computationalist. By incompletenessit is consistent for a mnsistent machine to believe in its
own inconsistency, indeed the second incompletenesstheorem just says that: -Bf->-B-Bf. We
could interview consistent but non self-referentially corred madine, and adually we ould
interview non computationalist madines, who believe they lose their consistency by dang
teleportation. But, as we justify at the start, we ae interested in the discourse of the SRC
madhine in the comp frame. Self-reference and Solovay theorems did justifies that atomic, in
the logician sense, propositions corresponds to the aithmetical propasitions, and that makes
unavoidable the use of G and G*. Now, to take into aceurnt comp and the UD Argument
which shows that the physica propasitions arises from a sum of DU-accessble states, we
must restrict thase aithmeticad propasitions to those proved o generated by the Arithmeticd
Dovetaller, i.e. the Sigmal sentences® as explained in the 8" UDA step. Our introspedive
universal machine knows that they are universal in the sense that for any Sigmal sentence p,
the machine can prove that if p istruethen pis provable: they can prove p->Bp. So to restrict,
the SRC discourse in the awmp frame, and in that way enrich the self-referencelogic, it is just
enoughto add to G the sentence p->Bp with patomic. | liketo cdl 1 the propasition*p->Bp”’
with p atomic, due to its fundamental importance but aso as a shortening d Sigmal. 1’ can
be seen as the comp axiom written as a (scheme of) formula alded to G, and so belongng to
the (infinite) discourse of the SRC in the comp frame. In my previous work | did use only the
arithmeticd soundress of that new logic, bu the logician Albert Visser (19) did prove the
soundress and completeness of G+1, and its correspondng (G+1)* truth theory. Vickers
gives aso independent motivations for a similar nation o verifiability, and | am used to cdl
G+1 and (G+1)*, V and V* accordingly®’. Note that the sentence letter p in p->Bp canna be
substitute by any formula, bu only by propcsitiona letter, if we want kegp corred the
arithmeticd discourse interpretation. By way of courterexample p->Bp would be in
contradiction with incompletenessin case p isreplacel by -Bf.

If youidentify alogic with its st of theorems you have the foll owing damond,which
I will cdl the basic diamondfor further reference. The implicit edges represent inclusion:

V*
G V
G

Going upin the North West diredion is the non trivial Godelian passage from provability
(believability) to truth. Going upin the North East diredion is the non trivial comp dredion.
Sometimes, to fix the things, | say that G gives <ience and G* gives theology, V gives comp-
science and V* gives comp-theology. But this can be taken with some grain of salt®2

%0 The relation between uriversality, creaive set in Post 1944 sense, complete reaursively enumerable set and
Sigmal formula are explained in baoks on elementary recursion theory. Important isomorphism theorem like
Myhill’ s theorem makes such alink qute natural, with Church thesisin the background.

31 Although modal logicians are somehow the experts in *“naming theory,” they are very bad in giving names to
formulas. | follow the (bad) tradition d using rumber for names of formula. For exemple 4 is the traditional
name of Bp->BBp. For S. Vickers seits Topology via Logic, (1989), Cambridge University Press

32 Or perhaps withou: recdl that we have shown that truth abou a machine is unremeable by the madine.
Unnameability is taken as an axiomatic property of the*‘big ong’ in amost all religious/phil osophicd traditi ons.



Arithmetical Theaetetus. We ae not yet in a position to get physics. What is
missng is the fundamental distinction between the first and third person pants of view,
withou which the UD Argument just doesnt start. The four G, G*, V, V* gives only 3rd
person descriptions. G for example aiomatizes completely the propasitiona logic of self-
referentially correct discourse made by Platonist machines, but thase machines talk abou
themselves only throughthird person description made (by construction) at the right level.
For instance Peano arithmetic provability is described in term of numbers, often caled Godel
Numbers.

But the Universal Dovetailer Argument (UDA) did show that physics must appear
through the madhine's first person pant of view, or from some first person dura point of
views. Thaose first person pdnts of view concern anticipations of consistent extensions from
some personal, interrogative, perhaps unconscious most of the time but made @nscious in
front of the cmp doctor, bet on self-consistency.

To interrogate the Universal Madine we need to define those points of views from
what the machineis able to talk on.We will follow two ideas and their union: 1) to define the
first person bythe knower, i.e. the one who correctly believes the propasitions. Thisis one of
the well known (by phlosophers) Theadetus attemptsto define knowledge from opinion after
Socrates asked him, in Plato’s Theadetus. 2) to define the first person (plural ?) by the better.
With the first ideawe give to the believer an unhbregkable umbilica cord with truth, making it
incorrigible @& a knower shoud be. With the second ideawe atach the believer to some
(hopefully corred) bet on his own consistency. At least formally, we @n imagine uniting
those two ideas for getting the correct better. All three ideas can be defined in the
propasitional self-referencelogic:

To know p, written Cp, isdefined by Bp & p,
To bet on p,written Pp, is defined by Bp & -B-p,
To corredly bet on P, written Op, isdefined by Bp & -B-p & p.

This makes ®nse: G* proves indeeal that Bp is equivaent to Cp, and to Pp, and to Op, bu
from the madiine point of view, (Bp <-> Cp), i.e. (Bp <-> Bp & p) is neither believable, nar
knowable, that is provable by G; nor are the G* equivalence (Bp <-> Pp) and (Bp <-> Op),
(Pp <-> Op) provable by G. Thisfollows from the simple fads that G*, unlike G, proves Bp
->p, and G* proves p->-B-p. All arithmeticd redisations of the correspondng modal logics,
where the sentence letter are interpreted by arithmeticd sentences, prove the same
arithmeticd sentences, but from the madine point of view they give very different logics.
Thaose variants of Theadetus definition describe different ways a machine can be related to
truth, and those ways are ontic-equivalent (by G*), bu epistemic-non-equivalent (by G). And
al those G/G* remarks can be lifted with the comp V/V* constraints, where the sentence
letters are interpreted by Sigmal sentences. So, by applying the three Theagetus variants on
ead logics taken from the basic diamond, we get 12 logics. Actually we get 10 logics,
because two o the logics obtained can be shown to be equal: G* and G give the same knower
(Cp), and V* and V give the same*‘comp-knower”. This means that from the paint of view of

This reminds only that truth is a very encompassng ndion. Theology is defined here by al true but non
communicable propasitions. Comp theology adds the constraint that true eomic propositions are UD-accesshble.



the knower, believability is equated to truth. It makes it akin to a cnstructivist self-extending
self. Like in Brouwer's consciousness theory®® that self is unrameable by itself, and this
follows from the fact that Cp, as it has been showed, is no dfinable by the macdine. So the
knower canna redly believe he is any third person nameéble madine, and this could explain
some reluctance of the first person to bet on an artificial digital body or to fea digital
dugicaion. The gplication d the CP variants on G*) has been well studied in the literature.
It has been dme independently by Bodos, Goldblatt, and Kuznetsov and Muravitski.
Artemov makes it a thesis®*. It gives a logic of irreversible (antisymmetric) subjedive “time’
quite similar again in that resped with Brouwer’s consciousness theory. And this has been
confirmed (not proved!) by a result of Goldblatt, itself (related to some work of Gédel and
McKinsey & Tarski), relating SAGrz (read $4 Grzegorczyk, it is the result of the CP variant
on G%)) and intuitionist logic. Let us note that philosophers who dan't accet the Cp-
Theadetus definition o knowledge, implicitly or explicitly pretend to be @le to dstingush
the waking state from the dreaming state, and so, negate the most primitive form of comp, as
was sugeested by the step 6 in UDA. As an example, the positivist philosopher Malcolm
attempts to refute® bath the eistence of consciousness in dream and in machine. He
compares the lucid dream propasition*‘l drean” with the Epimenides’ lying sentence*l lie’
G and G* make possble finer comparisons. S4grz is an abyssof interesting things to say on
the macdiine's first person psychoogy, bu | will refer the reader to my “Conscience ¢
Mécanisme’ for more information, kecaiseit is abou timeto look at physics and sensations.

Physics and Sensation To get physics and sensations we must apply the Theaeetus
variants on V*. It is the only way to find the “true’ logic of a probability measure on all
consistent extensions (this explains the star *), arising when the atomic propasitions are
restricted on those accessible by the Universal Dovetail er (the Sigmal ore, this explains the V
=G+l).

To get a modal logic featuring a probability nation, bah model theory and modal
semantics, which are a littl e bit beyond the scope of this paper, suggests the need of having
the deontic formula Np -> -N-p, where N is an abstrad necessty modality at first. Theideais
that Np means P(p) = 1, with P(p) interpreted as a probability of p, and then -P(-p) means
“P(-p) is different of 1" which means “P(p) is different of 0’, which makes the deontic
formula natural for a probability nation. Note that neither G nor G* does prove it (G* does
not prove Bf->-B-f, indeed G* proves Bf->B-f). Now all |ogics obtained by an applicaion o
the Theaetetus variants give alogic verifying the deontic probabili stic formula. Naturally the
Pp-variant is the literal trandation d the cnsequence of UDA, so it should, with the comp
hypahesis, gve the physicd probability. So the Pp variant, which gves a modal logic
feauring the ** probability ong’ or the “measure one’ on the mnsistent extensions soud gve
a logic of measure one on the physicd propositions. So we neal to look abou what the
physicist says on such alogic, andto look what the Pp variant on V* says, and then compare.

| said at the beginning that Quantum Physics was a good candidate for being a stable
part of fundamental physics. Now quantum physics is esentially a probability cdculus. Von

33 See W. P. van Stigt (1990: Brouwer's Intuitionism, volume 2 of Studies in the history and philosophy of
Mathematics, North Holland, Amsterdam.

3 Artemov, S. (1990). “Kolmogorov' s logic of problems and a provability interpretation o intuitionistic logit
In Parikh, R., editor, Proceadings of the Third Conference on Theoretical Asped of Reasoning about Knowledge
(TARK 90). Morgan Kaufmann Publi shers.

% Malcolm, N. (1959). Dreaming. Routledge & Kegan Paul Itd., London.



Neumann worked ou, with the help o Birkhoff, a logic of quantum probability one. In
quantum physics, worlds or states are represented by line in a Hilbert space Propasitions are
represented by linea subspace Like Bodean classcd logic can be interpreted as a lattice of
subsets of a set, and like Brouwerian intuitionist Logic can be interpreted as the lattice of
open sets of atopdogicd space Quantum Logic can be interpreted as a lattice of subspaces
of a Hilbert (complex linea) space Each “‘sub-nation” can, from a modal ange, be
considered as both a proposition and as the ““colledion” of worlds in which that propasitionis
true. Moddarity of the lattice (a weakening d the Bodean distributivity) gives hope to von
Neumann d capturing a complete logic of yes-no orthogora experiments cagpable of yielding
al the quantum probabiliti es. Alas, infinite dimension kills moduarity, and von Neumann
will jump from the Hilbert space to the... von Neumann agebras. Still, he will remain
unsatisfied with the quantum logics he will i solate®®, and, as van Fraassen wrote, physicists
are confronted with alabyrinth of quantum logics.

So, to be horest, | dor't know yet if it isagood rews or a bad news, for those wanting
comp being confirmed or being refuted, but, na only Pp, bu aso Op, and even Cp, when
applied onV* lealsto hizarre and dfferent sorts of arithmeticd quantum logics. How?

Definition A modal quasi-quantum logic has as main axiom, p->BMp (p atomic). |
like to cdl that formula “LASE’ for “Little Abstrad Schrodinger Equation”. M is an
abbreviation d -B-. A modal quasi-quantum logic has aso the aiiom Bp ->p (T), with K
B(p->q)->(Bp->BQ), and is closed for MoPo, bu not necessarily the necesstation inference
rule (= isnat necessarily normal).

Why? Goldblatt has $hown that the logic B, known as the Brouwersche System, and which is
the modal logic with K, B(p->q)->(Bp->Bq), and LASE, p->BMp, and T, Bp->p, and which
is normal, axiomatizes quantum logic (in the dasdcd setting), in a similar way as $AGrz
axiomatized intuitionist logic (in the dasscal setting).

Predsdly, considering the foll owing transformation GOLDB, due to Goldblatt 1974,from the
propasitional language to the modal propasitional language, which transforms sentence letters
p into BMp, and transforms -p into B-p, and transforms recursively (A & B) into (GOLDB A
& GOLDB B), Goldblatt showed® that a formula A is proved in a minima version o
guantum logic iff B proves GOLDB(A).

Now, the modal quas quantum logics have, thanks to the truth of LASE for the &omic
propasitions, al what is neaded to be ale to apply the Goldblatt transformation for getting
reassonable aithmeticd quantum logics. Applying the Cp, Pp, and Op Theadetus variants on
the basic logics diamond, gves, as we expected from UDA with at least the Pp variants, three
modal quasi-quantum logics. They are the one caled SAGrzl, Z1*, X1* respedively, in my
PhD thesis** Calculabilit e, Physique & Cogrition®®”.

AGr* Z1* X1*
SAGrz AGrzt zx 71 X* X1
SAGrz Z X

% Seethe book by Miklos Redei, (1998): Quantum Logic in Algebraic Approach, Kluwer Academic Publisher.

37 SeeR. |. Goldblatt (1974): **Semantic Analysis of Orthologic,” Journal of Philosophical Logic, 3:19-35. Also
inR. 1. Goldblatt (1993). Mathematics of Modality. CSLI Ledures Notes, Stanford California, pp 81-97.

3 Actually | missed badly S4Grz1, which | thought wrongly that it would lead to a wllapse of the modaliti es.



Applying the (inverse) Goldblatt transform on $4Grz1, Z1*, X1* gives the three aithmeticd
quantum logics AQLo , AQL1, AQL, leaing to many open problems. Do we have
moduarity, or orthomoduarity, or something else? Are the Bell’ sinequality violated?

| conjecture aquantum computer can be defined in the AQL;, or in their first order
extensions (with guantifiers). This would explain why any unversal machine looking at itself
discovers a quantum “redlity” as a measure onits most probably correct anticipations.

When applying the Goldblatt transform on the non empty colledion of propasitions
Z1* minus Z1, and X1* minus X1, this gives adescription d the cnsistent (and true) comp-
physicdly measurable but uncommunicable truth, so that the “qualid’ or sensations, are
themselves described by sorts of quantum logics®. It is the main advantage of comp,
compared to traditional empiricd physics. Empiricd physics is obviously in advance
compared to the comp physics, bu is quas obliged, by methoddogy, to pu the first person
under the rug, and so misses the Qualia Logics.

Comp makes them possible and recessary, and isolates them from the many modal
nuances impaosed by L 6bian incompleteness

Brus=ls, 14 August 2004

39 For quantum logic not unrelated with “perception” see Bell, J. L. (1986). A new approach to quantum logic.
Brit. J. Phil. i, 37:83-99. (Don't confuse the logician J. L. Bell with the physicist J. S. Bell.)



