Distributed Perception and Autonomous Learning in Swarmanoid

Extended Abstract
The swarmanoid project builds on the top of swarm-bots. The aim of the swarm-bots project was the design and development of a set of homogeneous self-organizing and self-assembling artifacts able to solve complex tasks by implementing simple controllers and hardware. Swarmanoid tries to extend the swarm-bots project by investigating on whether it’s possible to obtain humanoid-like behaviors by still using a swarm of simple robots but that are heterogeneous. The direction that is used to go towards humanoid swarming is the one of specialization. Three robot types are introduced: eye-bots for perception and supervision, hand-bots for manipulation and foot-bots for navigation and transport.
Humanoid-like behavior should be achieved by exploiting interaction and cooperation between the different types of robots. There are two extreme ways of achieving this: horizontal swarming and vertical swarming. In horizontal swarming, elements of each robot types self-organize in a swarm, and cooperation is then achieved by exploiting interaction between the different swarms. On the other hand, in vertical swarming, we first use interaction among the different types to forming symbiotic organisms; then those new organisms self-organize in swarms.

This presentation is organized in two parts: 

In the first part, I will synthetically review some literature. I will take a look at two kinds of works. The first kind are works within the swarm-bots and the swarmamoid project and are related to robot chaining. The other kind of works are related to adaptive routing, with particular attention to routing in sensor networks using swarm intelligence or reinforcement learning techniques
In the second part, I will propose a research project which is basically a set of research directions related among them and, of course, to the swarmanoid project. This is just a personal effort or an “exercise “ that I though useful to do, but it could turn into a PhD thesis proposal if the topics are interesting both scientifically, for the project and for the people in the lab. 

The proposal itself builds on top of the horizontal swarming idea. It is about using a swarm of eye-bots to achieve perception of the environment through self-organization in a distributed graph model. We then use this model and very simple additional interaction as a support to achieve autonomous learning of hierarchical controllers in (a swarm of) foot-bots. The first part is a natural extension and/or one possible way to see works that has already been done in swarmanoid and that are related to eyebot chaining. The idea is to spread a swarm of eye-bots through the environment and make them self-organize in simple-structured lattices that takes into account the spatial constraint of the environment. The result of this phase is simply a distributed graph model. This idea extends further by enabling the swarm of eye-bots to be a support for autonomous learning of foot-bot controllers. This is done both thanks to the  learnt representation and by using the swarm as a reward manager. Although this approach is not restricted by the particular set of techniques used for learning, it naturally fits the reinforcement learning framework. In it’s simplest formulation, each foot-bot performs the navigation and interactively asks information about it’s current situation (state) to the closest eye-bot. The eye-bot (that previously could be in a standby state) answers with a unique number (it could be its ID) that represents the state together with a set of possible actions (i.e.: “go to the eye-bot to your left”) and a reward that reflects “how good it is to be in its (that eye-bot’s) state” and that is a result of supervision of the closest area (for example it can be very high if it spots a prey nearby, very low if it spots an obstacle or neutral in other cases). Each action is then implemented and executed by low level controllers on the foot-bot.
The latter part of the proposal can be seen as a natural extension to works on adaptive routing, where we do not restrict the “reward-based approach” on the very particular task of routing, but we allow a more general class of problems to be solved (especially if we think that each eye-bot can be representative of more than one state). The approach can be used instead of standard adaptive routing to learn controllers in tasks where:

· we want to perform more than just navigation

· the “target” is not unique and/or we have more than one objective

· we want to use eye-bots just for ambient shaping and later save battery by using them only with minimal interaction and communication

· we want to organize learnt controllers in a hierarchical structure (see below)
The approach is also potentially suited for further extensions, among which we have:

· The use of another “source for the reward” beside the traditional “hard-engineered” one, by exploiting Intrinsically Motivated Learning approaches
· Organization of learned controllers in a hierarchical structure (macro-actions), that can be achieved by using the options framework that naturally extends the reinforcement learning framework

These two extension, that can be naturally combined among them, will also be sketched during the presentation. 

