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Abstract. We propose an approach to multi-robot coverage that com-
bines aspects of centralized and decentralized control, based on the exist-
ing ‘mergeable nervous systems’ concept. In our approach, robots self-
organize a dynamic ad-hoc communication network for distributed asym-
metric control, enabling a degree of central coordination. In the coverage
task, simulated ground robots coordinate with UAVs to explore an arena
as uniformly as possible. Compared to strictly centralized and decentral-
ized approaches, we test our approach in terms of coverage percentage,
coverage uniformity, scalability, and fault tolerance.

1 Introduction

Multi-robot coverage control targets the systematic, uniform observation of a
physical area or terrain. A widely studied approach is coverage path planning, in
which the motion of robots is often centrally planned and coordinated, sometimes
with prior knowledge of the size and shape of the environment [4]. Centralized
approaches to coverage path planning have high performance, but are limited
in terms of scalability and fault tolerance, due to a lack of redundancy that
results in single points of failure and communication bottlenecks. Self-organized
approaches to coverage, by contrast, are typically scalable and fault-tolerant,
but are slow and inefficient compared to centralized approaches (e.g., [10]).

We propose a novel approach to multi-robot coverage control that seeks to
combine aspects of centralized and decentralized approaches. Our approach is
based on the existing concept of ‘mergeable nervous systems’ (MNS) [15], where
robots assemble and physically connect, and temporarily yield control of their
sensors and actuators to a single brain robot. In our prior work [25], we have
extended the MINS concept to strictly wireless communication, rather than mak-
ing use of physical connections. In our approach, robots establish asymmet-
ric control over a dynamic ad-hoc communication network that is established
and managed exclusively through self-organization. In this way, a self-organized
network is used to implement some degree of central coordination, combining
aspects of centralized and decentralized control. In this paper, we apply our
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MNS approach to the task of multi-robot coverage. We also define comparable
centralized and decentralized approaches to the considered coverage task and
compare their performance with our hybrid solution. Increased decentralization
in multi-robot systems typically involves increased parallelization and redun-
dancy, such that a group of robots governed by centralized control is likely to be
faster and more efficient than those governed by decentralized control. There-
fore, we would expect a centralized approach to outperform the MNS approach,
which in turn should outperform a decentralized approach. We test this using
experiments in simulation. While decentralization might cause a decrease in effi-
ciency and speed, it also provides desirable features such as increased scalability
and fault tolerance. We therefore test the MNS approach to assess how well
these features typical of decentralization have been preserved in our approach.
Specifically, we assess scalability in terms of robot-robot communication and
interference, and fault tolerance in terms of performance after robot failures.

1.1 Related Work

Coverage control has been widely studied in sensor networks (e.g., [6,23]), and
has also been studied for search and exploration tasks with single robots and
multi-robot systems. In the task of single robot coverage, the robot should gather
information about the environment as efficiently as possible [7,11]. The over-
all time for a coverage task can be decreased by using multiple robots, but
multi-robot approaches require solutions to efficient coordination. In centralized
approaches, multi-robot coverage control is often approached as a path plan-
ning problem [4,5,24] making use of optimization or learning techniques. These
approaches sometimes incorporate aspects of decentralized control. For instance,
in [20], decentralized path planning relies on reinforcement and imitation learn-
ing through a centralized planner. In [14], robots use decentralized control to
initially spread out in the environment, and then use a centralized approach for
online learning of a density function.

In decentralized approaches, solutions to spatial coordination include leaving
markings during exploration (e.g., artificial pheromones [12]), or maintaining
communication (e.g., via line-of-sight [18]). Connectivity maintenance has been
investigated in [13], seeking to maximize coverage and minimize communication
overhead, and also has been investigated in [22], using a Voronoi tessellation
approach to add fault tolerance. Connectivity maintenance during task paral-
lelization has also been studied—using a distributed navigation controller and
a global layer for task scheduling, in [16] it is shown that an hybrid central-
ized/decentralized approach can maintain connectivity in a scenario in which
robots are deployed towards certain task-specific locations in the environment.
Efficiency is also a key challenge for decentralized approaches, as they are prone
to redundancy. In [10], a large number of robots perform coverage by simple
collision avoidance, but full coverage is not guaranteed and efficiency is low, as
robots frequently revisit areas. In a similar approach that reduces repeated cover-
age [8], robots leave markings during exploration; in another, a pheromone-based
approach is used to achieve coverage efficiency [21]. Similar to pheromone-based
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approaches, activated beacons are used in [1] to guide coverage in a swarm of
UAVs. Finally, coverage has also been studied in a heterogeneous swarm of robots
with different sensing capabilities [19].

2 Methods

We investigate the applicability of the ‘mergeable nervous systems’ (MNS) [15]
concept to the task of multi-robot coverage control. As the MNS concept com-
bines aspects of centralized and decentralized control, we compare the perfor-
mance of our approach to that of fully centralized control (i.e., all robots are
controlled using global communication by a single robot with a global view)
or fully decentralized control (i.e., all robots are controlled independently). In
the decentralized approach, robots explore the environment by means of a ran-
dom walk without any centralized coordination. In the MNS and centralized
approaches, robots maintain a target formation while exploring the environment
in a coordinated way. In the centralized approach, all robots are given motion
instructions by one robot, whose identity as the central coordinating entity (i.e.,
the master) is predetermined and static. In our MNS approach, robots form
a self-organized communication network—specifically, a directed rooted tree,
where each link connects a parent robot to a child robot. One robot in the MNS
is dynamically assigned the role of the brain, through self-organization (for the
details of this process, see our prior work [25]). The robots use the network to
receive motion instructions from their respective parents in the communication
topology—except for the brain robot, which defines its own motion.

In this section, we describe the methods for our experiments. First, we define
the coverage task. Second, we define the two motion behaviors that the three
approaches can utilize during the coverage task. One is collision avoidance that
is performed by robots independently, and is used in all three approaches. The
other is perimeter following, which directs the motion of one robot, in both the
approaches where robots are coordinated. The perimeter-following behavior is
used by the brain robot in the MNS approach, and by the master robot in the
centralized approach. Third, we define the target formations that robots main-
tain in the MNS and centralized approaches. Fourth, we give the implementation
details of the three approaches. Overall, we keep the implementation details of
the centralized and decentralized approaches as similar as possible to those of
the MNS approach, to facilitate direct comparability. Finally, we describe the
details of our simulation setup and the types of experiments conducted.

2.1 Coverage Task

We define the coverage task as uniform environment exploration—the robots
should collectively visit every portion of the environment, and spend equal time
visiting each portion. The environment is an enclosed square arena with ran-
domly distributed small obstacles. The portions of the arena that need to be
visited are the cells of a 16 x 16 overlay grid (i.e., 256 cells of equal size).
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Fig. 1. Communication network topologies, and robot positions in the formations (cen-
tralized and MNS approaches). Red arrows show network connections. Light blue zones
indicate approximate UAV field of view. Dashed black lines are not connections, but
help to visualize the zigzag line that ground robots form. (a) Centralized approach.
Connections are predetermined and static. The UAV is the master. (b) MNS app-
roach. Dark blue arrows indicate UAV interchangeability. Network connections are
self-organized; the UAV at the center is the brain. (Color figure online)

The environment is explored by differential drive ground robots, which are capa-
ble of detecting obstacles and other ground robots. In the MNS and centralized
approaches, the ground robots are accompanied by camera-equipped UAVs that
send motion instructions to other robots (both ground robots and other UAVS).

In all approaches, ground robots independently avoid obstacles and other
ground robots. They are equipped with a ring of short-range proximity sensors.
If a robot senses an object in a direction within 60° of its heading, it performs
collision avoidance: it turns right if it senses objects only to the left of its heading;
otherwise, it turns left. When not avoiding collisions, a robot follows its default
motion behavior in the respective control approach.

In the centralized and MNS approaches, one robot—the master UAV and
brain UAV respectively—is equipped with a simple motion controller to follow
the arena perimeter. This controller moves the UAV forward in a straight line
unless it detects a boundary, in which case it turns 90° to the left, and then moves
forward again. This results in a counter-clockwise motion around the arena. As
this perimeter-following behavior is deterministic, one loop of the master or brain
UAV around the perimeter always takes the same amount of time, in both the
centralized and MNS approaches. A master or brain UAV begins this perimeter-
following behavior after the ground robots have established the target formation
from their randomly distributed starting positions. The master or brain UAV
then continues the behavior at a constant speed, irrespective of the speed of
the other robots, until experiment termination. Given the size and shape of the
target formation and the arena, this simple counter-clockwise path is sufficient
to enable coverage.

In the centralized and MNS approaches, robots establish a target formation
from randomly distributed starting positions, and then maintain that formation
during coverage. In the target formation used here, ground robots are positioned
in a zigzag line (see Fig. 1). The zigzag line formation is selected to reduce the
occurrence of robot-robot collisions, compared to a straight line formation with
smaller gaps between robots. The target formation of ground robots is identical
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in the centralized and MNS approaches. In the centralized approach, the master
UAV is positioned above the center of the ground robots (see Fig. 1(a)). All
robots in the centralized approach are always wirelessly connected to the master.
In the MNS approach, the brain UAV is in the same position as the master UAV
of the centralized approach; the other UAVs in the MNS approach are in a
straight row above the ground robots (see Fig. 1(b)). In the MNS approach,
the communication network topology is a caterpillar tree—i.e., a tree in which
all inner nodes are on one central path, to which each leaf node is connected
(see Fig. 1(b)). The centralized and MNS approaches use one and three UAVs,
respectively, and each use nine ground robots. The decentralized approach uses
nine ground robots, which perform a random walk without UAV guidance.

2.2 Approaches to Multi-robot Coverage

In the centralized approach, the default motion behavior for all robots is directly
controlled by the master UAV that acts as central coordinating entity. The mas-
ter UAV can directly communicate with all robots constantly, and can always see
all robots and the full environment, regardless of its position. At the beginning
of an experiment, the master sends all robots motion instructions, to move them
into the target formation. The master then uses its perimeter-following behavior
to follow the arena perimeter, while simultaneously sending all robots motion
instructions, to maintain the target formation (relative to the master UAV).

In the decentralized approach, the default motion behavior for all ground
robots is simply forward motion. At initiation, the robots are distributed ran-
domly and begin moving in random directions. They only change direction as
a result of collision avoidance. Due to the density of obstacles in the environ-
ment, collision avoidance is sufficient to change the robots’ directions frequently
enough for environment exploration.

In our MNS approach, the default motion behavior for non-brain robots is
received from parents in the communication network. Our MNS approach is
based on the existing concept of ‘mergeable nervous systems’ [15], for physi-
cally connected robots that we have extended to wireless connections in prior
work [25]. In this approach, a heterogeneous swarm of UAVs and ground robots
forms a target communication network topology through a self-organized pro-
cess, and then uses this network to pass motion instructions between neighbors,
moving robots into positions and orientations that match a given target forma-
tion. Please refer to [25] for details of the process by which the MNS is estab-
lished and maintained. In the approach, a UAV can establish links with ground
robots in its field of view, and can establish links with other UAVs when there
is a shared ground robot in both their fields of view. In the experiments here,
robots initially use the MNS process to establish the communication network and
target formation. Then, the UAV that has become the brain (one of the three
UAVs) begins to follow the arena perimeter. As the brain moves, it sends motion
instructions to each of its children, which subsequently send motion instructions
to their own children, thereby moving the whole formation.
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2.3 Experiment Setup

The experiments are conducted using the ARGoS multi-robot simulator [17],
with robot models implemented using an extension [2,3]. The 4 x 4 m? arena is
fully enclosed, with its bottom-left corner at (0, 0) of the coordinate frame. Static
4 x 4 x 2 cm? obstacles are positioned randomly in the 3.7 x 3.7 m? center of the
arena (with uniform distribution). The arena has a 16 x 16 overlay grid (with
0.25 x 0.25 m? cells). The UAV model has a maximum speed of 7.4 cm/s, and
is equipped with a downward-facing camera. In the MNS approach, each UAV
views a 1.5 x 1.75 m? rectangular ground area, at the 1.5 m flight altitude used
in the experiments. Collectively, the three UAVs in the default MNS formation
have a 1.5x2.75 m? view. By contrast, the UAV in the centralized approach has a
full view of the arena at all times. The ground robot model has an average speed
of 6.8 cmm/s, and is equipped with a ring of 12 outward-facing proximity sensors
with a 5.0 cm range. Ground robots are topped with fiducial markers encoding
unique IDs, which the UAVs use to detect the relative positions and orientations
of the ground robots. In our setup, UAVs are unable to detect obstacles. In
the MNS approach, the communication range for UAVs and ground robots is
1m. In the centralized approach, the master UAV has unlimited communication
with all ground robots. The mechanical bodies of UAVs and ground robots are
represented by simple 2.5 cm radius cylinders. In all approaches, if a ground
robot reaches the arena boundary, its normal motion behavior is temporarily
overridden—it turns to a random direction in the 180° range facing away from
the boundary, then drives straight forward.

3 Results

In this section, we give the results of our experiments testing performance, scal-
ability, and fault tolerance. In all experiments, we record robot positions. In
all three approaches, ground robots initially face random directions and are
positioned randomly in a 1.0 x 1.25 m? rectangular area against the southern
arena boundary, following a uniform distribution. In the centralized and MNS
approaches, the UAVs are positioned above the ground robots, near the southern
boundary. Once the formation is established, the master or brain UAV has the
southern boundary in view, and therefore turns left to start following the arena
perimeter. For the centralized and MNS approaches, we define a round as one
complete loop around the arena perimeter.

3.1 Performance

The performance experiments compare the three approaches in terms of coverage
percentage (i.e., the percentage of grid cells visited by at least one ground robot)
and coverage uniformity (i.e., the uniformity of the total time robots spend in
each grid cell), and in terms of the time and energy expended (according to
potential consumption rates). We test the performance of the three approaches
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(centralized, MNS, decentralized), with three different numbers of obstacles (100,
200, 300)—in total nine performance experiments.

Real-world energy consumption of UAVs and ground robots can vary con-
siderably. Therefore, we test five possible ratios of UAV-to-ground-robot energy
consumption {0.5,1,2,3,4}, with the ground robot consumption rate fixed at
30 units per step. Ratios over 1 represent scenarios with small simple ground
robots and powerful UAVs, and ratios of 1 and 0.5 represent scenarios with large
complex ground robots (e.g., quadruped robots) and minimal lightweight UAVs.
Experiments testing the MNS approach terminate at step 4710, at the comple-
tion of one round; others terminate when the robots have consumed the same
total energy as the MNS approach, under the same energy ratio. For example,
under energy ratio 0.5, if the MNS approach has consumed 100 energy units at
step 4710, then 100 energy units is the energy budget for the other approaches
under that ratio. For each experiment type, we execute 10 experiment runs for
each energy ratio termination time.

Table 1. The coverage percentage results of the performance experiments.

MNS Centralized Decentralized

Ratio | Energy: | Time #Obstacles | Time #Obstacles | Time #Obstacles
/10° (steps) |: Coverage | (steps) |: Coverage | (steps) |: Coverage

Units percentage Percentage percentage

0.5 1.48365 | 4710 100 : 96.9% | 5206 100 : 98.4% | 5495 | 100 : 86.7%
200 : 95.7% 200 : 97.7% 200 : 80.5%

300 : 92.2% 300 : 96.1% 300 : 76.2%

1 1.6956 4710 100 : 96.9% | 5652 100 : 98.8% | 6280 | 100 : 90.2%
200 : 95.7% 200 : 98.1% 200 : 84.8%

300 : 92.2% 300 : 96.7% 300 : 80.1%

2 2.1195 4710 100 : 96.9% | 6423 100 : 98.8% | 7850 | 100 : 94.9%
200 : 95.7% 200 : 98.1% 200 : 92.2%

300 : 92.2% 300 : 97.7% 300 : 87.1%

3 2.5434 4710 100 : 96.9% | 7065 100 : 98.8% | 9420 |100 : 97.2%
200 : 95.7% 200 : 98.1% 200 : 95.3%

300 : 92.2% 300 : 97.7% 300 : 91.8%

4 2.9673 4710 100 : 96.9% | 7609 100 : 99.2% | 10990 | 100 : 98.4%
200 : 95.7% 200 : 98.4% 200 : 97.3%

300 : 92.2% 300 : 98.1% 300 : 94.5%

Coverage Percentage. We compare the coverage percentage of the three
approaches under equal energy expenditure. Table 1 shows that the centralized
approach outperforms the other approaches for all energy ratios and obstacle
densities, although its performance is only slightly better than that of the MNS
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approach. When the energy ratio is less than 3, the MNS approach outper-
forms the decentralized approach for all obstacle densities. If time expenditure
is considered, Table 1 shows that, for energy ratios of 3 and 4, the decentralized
approach takes more than twice as much time as the MNS approach and achieves
only slightly better coverage percentage. Because of the high UAV energy cost in
these cases, the decentralized approach is allowed much longer exploration time
than the MNS approach. Table 1 also shows that coverage percentage becomes
lower for all approaches as obstacle density increases. Figure 2 shows the coverage
percentage over time for the three approaches, in two obstacle setups at energy
ratio 4. We report results only for one energy ratio because the graphs are similar
for all energy ratios—the only difference being in the change in the performance
gaps between the three approaches. We have chosen to report energy ratio 4
because it is the worst energy ratio for the MNS approach; the gap between
the MNS approach and the better-performing centralized approach is largest in
this ratio, and the gap between the MNS approach and the worse-performing
decentralized is smallest in this ratio. Figure 2 therefore shows that, in all cases,
the MNS approach substantially outperforms the decentralized approach, and
the centralized approach slightly outperforms the MNS approach. Energy ratio
4 bears the worst performance for the MNS approach because the MNS uses
three UAVs, as opposed to one UAV or no UAVs.

(a) 100 obstacles: Average coverage percentage (b) 300 obstacles: Average coverage percentage
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Fig. 2. Average coverage percentage for MNS, centralized, and decentralized
approaches, with an energy ratio of 4. (a) 100 obstacles setup; (b) 300 obstacles setup.

Coverage Uniformity. For coverage uniformity, we assess the centralized,
MNS and decentralized approaches at the timestep of the first complete MNS
round, and additionally assess the decentralized experiments at energy exhaus-
tion. For each run, v; € v is defined as the total time spent by all robots in cell
i. The coverage uniformity p is the norm of v, calculated as follows:

256

p=> Vivi- M), (1)

i=1

where M (v) is the median of v. The smaller the value of p, the more uniformity
between cells; the most uniform case is p = 0. Figure 3(a) shows the cover-
age uniformity p of all three approaches, at the step of the first MNS round
completion (step 4710). The centralized approach is the most uniform (i.e., the
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smallest p, on average). Figure 3(a) shows that, in terms of coverage unifor-
mity, the MNS approach substantially outperforms the decentralized approach,
and the centralized approach slightly outperforms the MNS approach. While the
MNS and centralized approaches have approximately similar uniformity in later
rounds (i.e., later in time), the uniformity of the decentralized approach becomes
steadily worse over time, as shown in Fig. 3(b). The worsening of uniformity over
time, in the decentralized approach, is most pronounced in the highest obstacle
density. Figure 3(a) also shows that, at the completion of the first MNS round,
the uniformity of all three approaches worsens as obstacle density increases.

(@) Uniformity of all methods (b) Uniformity of decentralized, over time
CJR=4 CDJR=3 mmR=2
2700 EENMNS mmmC mmD o i 3600 EmR=1 mmR=05 mmatstep 4710 é
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2 g z [5
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5 o * 5 it i
T E .
2000 ? i +
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> °
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Fig. 3. Coverage uniformity (lowest p is the most uniform). (a) Uniformity p of all
approaches (MNS; centralized, C; and decentralized, D), at the timestep of the first
MNS round completion (step 4710). (b) Uniformity p of the decentralized approach,
over time. Uniformity p at the step of energy exhaustion for each energy ratio (R)—i.e.,
p at termination—is compared to p at the step of the first MNS round completion (step
4710) for all five energy ratios—i.e., p early in the run.

3.2 Scalability

The scalability and fault tolerance experiments test whether the MNS approach
displays features that would typically be observed in decentralized robot systems
(cf. [9]). We evaluate scalability in the MNS approach in terms of communication
(i.e., the number of messages exchanged) and interference (i.e., the number of
robot-robot collisions). The scalability experiments are conducted in an arena
without obstacles, with three different swarm sizes that are arranged in the same
type of target formation as the default (caterpillar tree, zigzag line—see Fig. 1),
with 10 runs per swarm size. The sizes are: 1) two UAVs, four ground robots; 2)
four UAVs, eight ground robots; 3) six UAVs, twelve ground robots. Figure 4(a)
shows that the number of messages increases linearly with increasing swarm size,
as robots communicate only with their neighbors in the network. Figure 4(b)
shows that the number of collisions increases steadily at the beginning of the
experiments, as the MNS formation is being established. Once the MNS is estab-
lished and begins to explore the environment, no further robot-robot collisions
are observed.
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3.3 Fault Tolerance

The ability of the MNS approach to replace a robot after failure, or to repair
a broken network connection, has been demonstrated in [25]. In this paper,
we investigate the fault tolerance of the MNS approach when ground robots
fail and cannot be replaced or repaired, evaluated according to connectivity
and coverage percentage. When a ground robot fails, its network link(s) are
broken, and it can no longer move or communicate with any robots. We use
the default MNS formation (see Fig. 1) and the setup with 100 obstacles, and
impose failure at step 400. We test failure of the following numbers of ground
robots (10 runs each), out of 12 total robots in the swarm: 1, 3, 5, 7, 8. We
assess the impact of the failures on coverage percentage results. As UAV-to-UAV
connections are established indirectly when mutually viewing ground robots, we
also assess the impact of the ground robot failures on parent connectivity (i.e.,
whether the brain UAV maintains communication with the other UAVs, which
are parent nodes in the communication network). Figure 4(c) shows that coverage
percentage decreases as the number of failures increases. Figure 4(d) shows that
parent connectivity is maintained in all cases of 5, 3, or 1 failure(s). In cases
of 7 or 8 failures—in which more than half of the swarm fails—connectivity is
maintained in 70% and 50% of runs, respectively.

(a) Number of messages exchanged (b) Number of robot-robot collisions
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Fig. 4. (a—b) Scalability. (a) Number of messages exchanged in the MNS over time. (b)
Number of robot-robot collisions over time. (c—d) Fault tolerance. (c) Coverage per-
centage over time, in MNSs with varying number of failing ground robots. (d) Number
of runs that suffer a brain—parent disconnection, according to number of ground robot
failures (out of 10 total runs for each number of failures).
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4 Discussion

In terms of coverage percentage and coverage uniformity, the MNS approach
substantially outperforms the decentralized approach. The decentralized app-
roach requires approximately twice as much time as the MNS approach to reach
similar coverage percentage, when the energy consumption ratio is at least 3 (see
Table 1). If the ratio is less than 3, the decentralized approach never reaches the
coverage percentage of the MNS approach, due to exhaustion of the energy bud-
get. The MNS approach also achieves better coverage uniformity than the decen-
tralized approach; coverage uniformity in the decentralized approaches worsens
over time. The lower performance of the decentralized approach is due to the
uneven distribution of robots that occurs during a random walk. As expected, the
centralized approach outperforms the other two approaches in coverage percent-
age and coverage uniformity. However, the performance difference between the
centralized and MNS approaches is relatively small, compared to that between
the MNS and decentralized.

The scalability of the MNS approach, in terms of number of messages
exchanged and robot-robot collisions, is good (see Fig. 4(a,b)). The number
of messages increases linearly with increasing swarm size, and no robot-robot
collisions are observed after the MNS is established, in any swarm size. The
MNS approach is also fault-tolerant, in terms of connectivity and coverage per-
formance. Substantial drops in performance only occur when more than half of
the swarm fails. Connectivity in the MNS approach might be an advantage over
the decentralized approach in consensus achievement tasks (e.g. collective deci-
sion making or collective sensing). As the MNS approach recovers from brain
failure (see [25]), it also has an advantage over centralized approaches, in which
all robots fail if the master UAV fails.

A possible direction for future development of our MNS approach would be
to adapt the target formation on the fly. In this case, if failures are detected,
the MNS could switch to a new formation shape that is better suited to the
remaining swarm size. In future work, we will extend our MNS approach to
apply it to tasks such as collective sensing, or localization and mapping.

5 Conclusions

We have presented an MNS approach to multi-robot coverage, and tested
its coverage performance against strictly centralized and strictly decentralized
approaches. Our results indicate that the MNS approach significantly outper-
forms the decentralized approach, but is slightly outperformed by the central-
ized approach. We have also tested the MNS approach for its performance in
terms of scalabilty and fault tolerance—two features that are difficult to obtain
with a centralized approach. Our results show that the MNS approach scales
linearly in terms of inter-robot communication, and that its performance and
connectivity are robust to failures if less than 50% of the ground robots fail.
Overall, the results demonstrate that the MNS approach successfully combines
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aspects of centralized and decentralized control in a coverage task, as it achieves
high performance (similar to centralized approaches), and achieves scalability
and fault tolerance (similar to decentralized approaches).
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